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CSCS (Swiss National Supercomputing Centre) is an HPC Centre whose mission is to
develop and provide the key supercomputing capabilities required to solve important
problems for science and/or society.
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CSCS in Brief (1)

= CSCS, the Swiss National Supercomputing Centre,
develops and provides the key supercomputing
capabilities required to solve important problems for
science and/or society

= Unit of the Swiss Federal Institute of Technology in
Zurich (ETH Zurich), located in Lugano

= CSCS's resources are open to academia, industry

and the bUS|neSS SeCtor Computer models are gxtremely impc_)rtant to
understand processes in the Earth’s interior. They
. . . . . . help comprehend plate-tectonic processes and the
= Disciplines such as physics, materials science and resuling earthauales or voleanic aciiy bettr
L . _uch simulations are thus essential fo!' hazard and
cosmology traditionally use high-performance Groun | ETH Zorich) | ey resereh

computers like those operated by CSCS
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CSCS in Brief (2)

= 2000 m? machine room with no single supporting pillar or any partitioning

= QOperates the very latest supercomputers and works with the world’s leading
computing centers and hardware manufacturers

= Some operational HPC supercomputers:

* Piz Daint (Cray XC40/XC50) \
- Kesch + Escha (Meteoswiss, Cray CS-Storm) =~ |
* Monch (NEC Cluster)
¢ Phoenix (LHC CERN, Grid Cluster)
* Monte Leone (High-memory cluster)
« Gran Tavé (KNL R&D)
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Motivation

= Need to augment our infrastructure in a Service Oriented manner, to
accommodate new use cases coming from various user communities

= User communities want to create web portals where they can show and share results

= OpenStack fits nicely with these requirements
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Benefits of Infrastructure-as-a-Service

= Variable costs, pay-as-you-go
model

* |mmediate resource availability
= Dynamic scaling

= APIs and automation

= Interoperability

= RBAC

= Allows IT to shift focus

= Clear distinction of layers and
responsibilities

9.
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OpenStack Deployment Constraints

Reuse of existing LDAP/Kerberos infrastructure for authentication
= Avoids creating an isolated OpenStack “island”

Be prepared to Federate services with other external IdPs
= But keep the CLI functionality working

Big datasets will be stored in Object Storage

We would like reuse our storage capacity on the SAN

= Leverages economies of scale
= Reuse the GPFS infrastructure for Swift Object storage
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OpenStack Deployment Timeline

2016 2017
January May July
Opansiack ischnicall MEilee) 266 Pollux PROD/TDS Pollux PROD/TDS
avaluztion DERIOVMENMVIANRE' ¥ Deployment with RH readiness
Devstack Recycled hardware New hardware First customers onboard
RDO RHOSP10 RHOSP11 Finalization for production
Hyperconverged for: RHSSO
* AAl investigation RH Training L1
(PAM,CLI,KRB,Keycloak) DVR
Storage
* Manila
+ GPFS
CVR
\‘0'0 CSCSs Red Hat Forum Zurich 2017 | 10 ETHzirich

¢

AN



Pollux Hardware

= 1x director =  5x compute nodes (big mem)
= Lenovo 3550 M5 . ?:ELE)-L236|O GI9E5 J667 V3 BC
- %ZIL\J/I %)4(1 I(nBtBeI E5-2603 v4 6C BAN- 7)€(58ntGeB - v
= NIC: 1x Intel X710 (Dual 10 Gb), 1x IPMI, 1x 1 NI HE 196k (Dual), 1x HP FDR 40Gb, 4x 16b
Gb = 3x Ceph storage nodes

= HDD: 2x 120GB SSD
= 3x controllers
Lenovo 3650 M5

Lenovo 3650 M5
CPU: 2x Intel E5-2620 v4 8C
RAM: 128 GB

Illllxllll

: . NIC: 1x Intel X710 (Dual 40 Gb), 1x IPMI, 1x 1 Gb
+ CPU: 2 Intol E5-2620 v4 8C Nob: ( | )
= NIC: 1x Intel X710 (Dual 40 Gb), 1x IPMI, 1x 1 [ 12000 SSD toca drives RAID

=  6x SSD 400GB drives for journaling

Gb
" HDD: 2x 120GB SSD =  4x Swift nodes (Spectrum Scale CES)

= OX comPUte = Supermicro SYS-5018R-WR
= Lenovo 3650 M5 . ?(’)I;(l)JGLx IrAtSI(R) Xeon(R) CPU E5-2637 v4 @
: %ZIL\J/I 25)% énéell?’ES-ZGBO v4 14C . BAM 1§8GB
= NIC: 1 Intel X710 (Dual 40 Gb), 1x IPMI, 1x 1 © Extomal SAN siorage: Netapp E5600 (data), BM
Gb FS900 Flash (metagata and gwift DBSS

= HDD: 2x 120GB SSD
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RHOSP11 Services

We are currently operating the
following OpenStack services:

aodh
ceilometer
cinder
glance
gnocchi
heat

keystone

\:o‘o cscs
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neutron
nova
panko
placement
sahara
swift
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Integration with Other Services

= Nagios

= Collectd

= Graylog

= |IBM TSM

= LDAP/KRB

= External Swift (IBM Spectrum Scale CES Obiject)
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KeyCloak-RHSSO

Qt Single-Sign On w=sp Standard Protocols a Centralized Management v Adapters
Login once to multiple applications L OpenlD Connect, OAuth 2.0 For admins and users Secure applications and services easily
and SAML 2.0
:.% LDAP and Active Directory ‘ Social Login ‘ Identity Brokering High Performance
. Connect to existing user directories Easily enable social login OpenlID Connect or SAML 2.0 IdPs Lightweight, fast and scalable
E=x  Clustering @ Themes @\ Extensible Q Password Policies
=0 For scalability and availability Customize look and feel Customize through code Customize password policies

= |dentity and Access Management solution aimed at modern applications

and services
‘ OpenlD AR

= Based on standard protocols CERTIFIED
O xml-org.
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KeyCloak-RHSSO

| OpenlD
/’\'

L<evcroak
L <evcLoak
©) GitHub

Google

facebook

User Federation, Kerberos bridge |dentity Brokering and Social Login
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RHSSO

= Choice driven by our requirements:

1. Need to maintain our users accounting unchanged (LDAP username and
Kerberos password) = keystone natively don’t allow this configuration.

2. Be prepared to Federate services with other external IdPs but keeping the CLI
functionality working - RHSSO, acting as ldentity Broker, is perfectly suitable

for this. RH assure the CLI functionality in the OSP11 release.

= CLI set environment script: https://github.com/eth-cscs/openstack

= GPLv3
= easy automation with scripts

" mod-auth-mellon apache module for SAML

ETHziirich
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CLI code snippets (GPLv3)

export 0S_IDENTITY API_VERSION=3

export OS_AUTH_URL=https://pollux.cscs.ch:13000/v3

export OS_IDENTITY_PROVIDER=cscskc

export OS_IDENTITY_PROVIDER_URL=https://kc.cscs.ch/auth/realms/cscs/protocol/saml/
export OS_PROTOCOL=mapped

export OS_INTERFACE=public

#Getting the unscoped token:
echo "[openstack --os-auth-type v3samlpassword token issue]"
UNSCOPED_TOKEN="$ (openstack --os-auth-type v3samlpassword token issue --format value --column id)”

#Getting the scoped token:
echo "[openstack --os-project-id $PROJECT_ID token issue]”
SCOPED_TOKEN="$(openstack --os-project-id $PROJECT_ID token issue --format value --column id)"

echo " * Setting custom 'swift' alias"
alias swift='swift --os-auth-token $0S_TOKEN --os-storage-url https://object.cscs.ch:8443/v1/AUTH_$0S_PROJECT_ID'
echo " * Environment ready for openstack CLI with scoped project: $PROJECT_NAME"
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Mapping

Mapping

Pollux

O

1)

% +

2 823

B $ I
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Keycloak ) CSCS accounting DB
Custom scripts
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Storage Environment (1)

= Requirements

= \We need enough space for block and image storage (30TB)
= For object storage our customers want:

= To scale to millions of files
= PB of data

= High bandwidth
= WWe have lots of space on SAN available for use
= WWe want to use our tape library for data backups

9
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Storage Environment (2)

Implementation:
= Ceph Jewel 10.2.7-27.el7cp RHOSP11

= Cinder block storage
= Glance image storage
= |IBM Spectrum Scale CES Object (GPFS)

= Swift object storage
= Used also for volume backups

\:o‘o cscs
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Storage Environment - Ceph Hardware

= PROD: = TDS:
= 3x servers Lenovo 3650 M5 = 3 servers with similar hardware
= CPU: 2x Intel E5-2620 v4 8C Configuration
= RAM: 128 GB = HDD:
= NIC: = 3x SATA 2TB drives for data
= 1x Intel X710 (Dual 40 Gb) bonded for = 1x SSD 400GB drives for

storage network and management
= 1x 1Gb for provisioning
* 1x 1Gb IPMI interface
= HDD:
= 2x 120GB SSD local drives RAID1
= 18x SATA 2TB drives for data J
= 6x SSD 400GB drives for journaling g=

journaling
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Storage Environment - Configuration

= 3 replicas
= PG groups calculated with http://ceph.com/pgcalc/
Block storage volume types

= Bronze 1.2 GB/s 1000 IOPS

= Gold 1.2 GB/s 10000 IOPS

= Platinum 1.2 GB/s 30000 IOPS
= Backups

= Can be triggered by users
= Backed up daily to Swift, then backed up to TSM

Benchmarks

= Aggregate bandwidth on Ceph (3 servers):
= 770 MB/s write

= 700 MB/s read
= Each storage server could potentially reach 2GB/s
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Lessons Learned

= A good design is key
* Reliable and supported hardware is very important
= Changing the setup after deployment is very challenging

= Network design is complex
= Needs the VM connectivity requirements and security policies in advance

= |ntegration with legacy systems is difficult (GPFS, monitoring, logging,
accounting, AAl..)
= Must have requirements in advance

= |mplementation of additional services not trivial

= We have now a much clearer idea on how to install an OpenStack environment
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Q&A
Massimo Benini: benini@cscs.ch
Marco Passerini: passerini@cscs.ch
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