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Serverless in RHEL for Edge with Podman

This is “Edge”!

Edge Computing “What” and “Why" use case examples
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1. https:/www.redhat.com/en/about/press-releases/alstom-and-red-hat-team-transform-railway-communication-edge-computing-and-open-hybrid-cloud
2. https://www.redhat.com/en/about/press-releases/brianzacque-taps-red-hat-activate-smart-water-kiosks

3. https://endurancein.space/
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Serverless in RHEL for Edge with Podman

The feature-rich vs small-footprint trade off

The right balance between functionality and hardware footprint
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Industry 4.0 & Edge Computing

Definition

Examples

Red Hat has already an Edge Computing portfolio
Red Hat Edge Computing products
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RHEL RHEL
FOR EDGE FOREDGE + .
MICROSHIFT

A small footprint deployment on
hardware which cannot handle full
OpenShift cluster. Key building blocks
are RHEL and a container runtime.

Fits in where OCP in a single node
doesn’t fit (e.g. HW restrictions)

loT / data
collection gateways

uCPE
(customer premise equipment)

* Roadmap, not a product yet
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OPENSHIFT
SINGLE NODE

OpenShift deployment on a single box

(Control Plane + Worker) with fair
amount of resources.

In-vehicle field operations

Telco 5G
sparsely populated areas

In-field single server operations

Disconnected environments
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OPENSHIFT

REMOTE WORKER NODES

OpenShift Control Plane reside in a

central location, whereas Workers are

distributed remotely at the edge sites
sharing the control plane.

Telco 5G
far edge - RAN

loT / data
collection gateways

=
=
=

OpenShift Control Plane and Workers
reside on the same node. HA setup with
3 servers.

Telco 5G
near edge & MEC

Edge Al & Data pipelining
Smart manufacturing
Remote office

Disconnected clusters



Definition

Examples

Industry 4.0 & Edge Computing

Red Hat has already an Edge Computing portfolio
Red Hat Edge Computing products

=5

OPENSHIFT
SINGLE NODE

RHEL
FOREDGE

A small footprint deplo
hardware which cannot han
OpenShift cluster. Key building
are RHEL and a container runt

ount of resources.

Fits in where OCP in a single node

doesn't fit (e.g. HW restrictions) In-vehicle field operations

Telco 5G
sparsely populated areas

loT / data
collection gateways

uCPE

. . In-field single server operations
(customer premise equipment)

Disconnected environments

* Roadmap, not a product yet

ployment on a single box
lane + Worker) with fair

oy B
=
=

OPENSHIFT

REMOTE WORKER NODES

OpenShift Control Plane reside in a

central location, whereas Workers are

distributed remotely at the edge sites
sharing the control plane.

Telco 5G
far edge - RAN

loT / data
collection gateways

OPENSHIFT
3-NODE

OpenShift Control Plane and Workers
reside on the same node. HA setup with
3 servers.

Telco 5G
near edge & MEC

Edge Al & Data pipelining

Smart manufacturing

Remote office

Disconnected clusters



1. RHEL for Edge introduction

2. Creating an RHEL for Edge image

— WA

"
bt
4

ot spmve vpm

2 -
i

E

3. Deploying the RHEL for Edge image
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4. Upgrading the RHEL for Edge image

5. Serverless APP with Podman

6. Upgrading the APP automatically
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1. RHEL for Edge introduction
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Serverless in RHEL for Edge with Podman

What's the difference?

RED HAT RED HAT
ENTERPRISE LINUX ENTERPRISE LINUX for Edge

General purpose Operating System

Immutable Operating System

» Customizable root directory

» Packages are integrated with OS directory
* Rollbacks based on OS images or backups
* Traditional update system

« yum/dnf packet managers systems

* Immutable (read-only) directories

» Package are isolated from root directory

» Package installs create layers easy to rollback

- Efficient Over-the-air updates

» Support for multiple OS branches and repositories

* rpm-ostree hybrid tree/package system

2 "T‘“ OSTree Operating System intro: https:/luis-javier-arizmendi-alonso.medium.com/a-git-like-linux-operating-system-d84211e97933 ‘ RedHat ‘ Intel
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Serverless in RHEL for Edge with Podman

What's the benefit of RHEL for Edge

(%)

Simplified management

Secure and scale with the benefits of zero-touch
provisioning, fleet health visibility, and quick security

remediations throughout the whole lifecycle

3%

Platform consistency

Easily create purpose-built OS images
optimized for the architectural challenges
inherent at edge. It makes the system more
reliable and predictable.

Efficient over-the-air updates

Updates transfer significantly less data
and are ideal for remote sites with limited
or intermittent connectivity

C..

Unattended resilience
Application specific health checks detect
conflicts and automatically rollback an OS

update, preventing downtime
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FDO and RHEL for Edge images

root@

— Red Hat s S & ) A d
= Hybrid Cloud Console All apps and services  ~ e & 0 (ﬂ) Luis Arizmendi ¥

image-builder

e A
Q Search Filter by name. lZ ‘ Create blueprint

Edge Management Images
Blueprint for FDO

Apps =
Inventory blueprint-fdo ’ Edit packages ‘ ‘ Create image ‘ :
Manage Images Deploy Cockpit and include in Insights
rde-insights-cockpit ’ Edit packages ‘ ‘ Create image ‘ H
Images System
Name Currentversion  Lastupdated | Status
Custom Repositories .
Overview
test 2 2 months ago @ Ready
Learning Resources my-blueprint 1 2 months ago Logs
serverless 3 2 months ago Networking
openscap 1 2 months ago
Accounts
1-40f4 ~ 1 of 1 Seies

console.redhat.com RHEL image builder

FDO client + FDO client +
(roadmap) image manufacturing process Image manufacturing process
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Serverless in RHEL for Edge with Podman

Checkins Over Time

Image-based Operating System

Image builder

Update mirror

Rev al

%

Rev a2

Rev a3

.

File A

File B

File C
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Remote
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3. Deploying the RHEL for Edge image
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Serverless in RHEL for Edge with Podman

How do you deploy RHEL for Edge images?

Central site —
Edge site
O~
. 6} Edge site
OSTree
repository
Edge site

Network based deployment

e
o] Quickstart deployment scripts: https://github.com/luisarizmendi/rhel-edge-quickstart

i L1

RHEL for Edge minimum requirements: 1 Core, 1.5 GiB memory and 10 GiB disk

Central site
P

lo__% Edge site
O,

6} Edge site

OSTree
repository

Edge site

Non-network based deployment
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Serverless in RHEL for Edge with Podman
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(1) Send device and specialist
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to edge location

Traditional onboarding

E
N

@ Specialist installs the device

EYE  FDOintro (3 articles): https:/Iuis-javier-arizmendi-alonso.medium.com/edge-computing-device-onboarding-part-i-introducing-the-challenge-59add9a86200

@ Specialist configures the device
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Serverless in RHEL for Edge with Podman

Traditional onboarding
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(1) Send device and specialist (2) Specialist installs the device (3) Specialist configures the device

to edge location

Slow &
i Expensive
a

Additional location
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: :.’:! FDO intro (3 articles): https:/luis-javier-arizmendi-alonso.medium.com/edge-computing-device-onboarding-part-i-introducing-the-challenge-59add9a86200
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Serverless in RHEL for Edge with Podman

"Hands-off" onboarding

5 oo 5 &

(1) Send device to edge location (2) Anyone connects the device (3) Device auto-installs and

configures itself
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FDO intro (3 articles): https:/luis-javier-arizmendi-alonso.medium.com/edge-computing-device-onboarding-part-i-introducing-the-challenge-59add9a86200
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Serverless in RHEL for Edge with Podman

"Hands-off" onboarding
Risk! Risk!

3 oo 3 &

(1) Send device to edge location (2) Anyone connects the device (3) Device auto-installs and

configures itself

L Complex

Additional location

(Device “flavours”, config changes, ...)
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Serverless in RHEL for Edge with Podman

“Late binding” onboarding
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(1) Send device to edge location (2) Anyone connects the device (3) Device auto-installs and

e

Additional location

FDO intro (3 articles): https:/luis-javier-arizmendi-alonso.medium.com/edge-computing-device-onboarding-part-i-introducing-the-challenge-59add9a86200

configures itself
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4. Upgrading the RHEL for Edge image
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Serverless in RHEL for Edge with Podman

How does atomic upgrades work?

1011 1011
1010 C 1010
HOII . HOII
Update
Data and apps Data and apps
................... : @
C—] =3 i @ —] Cx—]

al a2 N al a2
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5. Serverless APP with Podman
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Serverless in RHEL for Edge with Podman

What's the idea behind using serverless at edge locations?

Event Your Application Results

trigger produce

~ s

W, Q

23
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Serverless in RHEL for Edge with Podman

How does a serverless application works?

Systemd socket it is
binded to a port
where the service will
be available

O ~§ O g

pre pull container

imaae if container systemd socket bind systemd socket proxy
. g€ to a port (e.g. 8080) service
image is not present
A socket-activated network socket
forwarder proxy daemon which activates
new requests are received Y socket (port 8080)

O

24 Service launching the .
container (8080:8081) @@ RedHat | intel
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6. Upgrading the APP automatically
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Serverless in RHEL for Edge with Podman

How does automatic container upgrade work?

Look for a new o =
Regularly scheduled version for container O
O 100
Systemd Trigger podman auto-update Images Registry
service

If a new version is
found it will be

Starting Container downloaded

using the new
container version Container Image

- O)—
Running container is

updated with the new
image

26
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Serverless in RHEL for Edge with Podman

How does automatic container upgrade work? (and rollback!!)

Look for a new
Regularly scheduled version for container O

R0 100

Images Registry

Systemd Trigger podman auto-update
service

Starting Container

Yes, then the new .
using the new

container version is

running container version Container Image
(O Q)- O)—
Running container is
No, then the updated with the new
container is rolled image

back to the previous
working version

27

If a new version is
found it will be
downloaded
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1. RHEL for Edge introduction
2. Creating an RHEL for Edge image

3. Deploying the RHEL for Edge image

4. Upgrading the RHEL for Edge image
5. Serverless APP with Podman

6. Upgrading the APP automatically
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Edge device onboarding: What architects need to consider
Edge device onboarding with the FDO specification

How to onboard edge devices at scale with FDO and Linux
Automating RHEL for Edge image rollback with GreenBoot

https:/jadebustos.qithub.io/workshops-rhel9
https:/github.com/luisarizmendi/rhel-edge-quickstart
https:/lab.redhat.com/
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https://www.redhat.com/sysadmin/edge-device-onboarding-fdo
https://www.redhat.com/en/blog/automating-rhel-edge-image-rollback-greenboot
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