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InstructLab

A new community-based approach to build truly open-source LLMs

https://github.com/instructlab/ 
https://instructlab.ai 

https://github.com/instructlab/
https://instructlab.ai


Open LLMs versus Open Source Software Today

Successful open-source software Today’s open-source LLMs

³  Frequent updates

³  Highly structured release cycles

³  Almost any developer can contribute

³  Well-defined APIs

³  Well-defined feature roadmaps

³  Incremental contributions

³  Community contributions

³  Contributions can be merged and reconciled

×  High barrier to contribution

×  Monolithic releases at irregular intervals

× Releases at irregular intervals

×  Guess and try prompt engineering 

×  No one knows what’s coming

×  Monolithic development

×  Large single-party development

× Mutually incompatible contributions
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Today9s challenge: 
There is no clear path to merge and combine 
opensource contributions
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Contributions built on Llama result in… more llamas…

© 2024 IBM Corporation
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Base Model

InstructLab Skills

InstructLab Knowledge

The model stack

InstructLab pull 

request

The community can create and contribute skills recipes.

InstructLab offers a new way to make community contributions additive
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Skill and knowledge training 

on top of student model(s)

The student model is 
trained with the 

curriculum using a novel 
training approach.

Taxonomy-based skill & 

knowledge representation

Represent any missing model 

knowledge or skills in a 
hierarchical taxonomy, providing 

5+ exemplifying data points of the 

missing behavior per missing skill.

Synthetic data generation 

with teacher model 

A teacher model generates 
a “curriculum” of millions 

of questions and answers 
across the taxonomy.

Synthetic data validation 

with critic model 

Critic models filter the 
questions for correctness and 

quality. Synthetic data is 
scanned for prohibited material 

(such as hate, abuse, profanity, 

and personal information).

Large-scale Alignment for chatBots (LAB), available on Arxiv

InstructLab offers a new way to make community contributions additive

https://arxiv.org/abs/2403.01081
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Performance improvement of Granite model using InstructLab



Phased Training

Knowledge Foundational
Skills

Compositional
Skills



Types of Tuning Data in 

InstructLab

Knowledge

Adding knowledge using the InstructLab 

method means including files with facts, 

data, policies and more.

Examples of knowledge:

" FedRAMP policies

" The Magna Carta

" Linux `man` pages

" The 7 wonders of the world

" The teachings of Buddha

Foundational Skills

Adding foundational skills means adding 

core differences in interaction patterns.

Examples of foundational skills:

" Coding

" Math

" Writing

Compositional Skills

Adding compositional skills means adding 

and improving complex behaviors in the 

model’s responses.

Examples of compositional skills:

" Act like a personality (say, Yoda)

" Convert to camel case

" Write me a limerick

" Answer riddles and trick questions
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Writing



Writing



Writing



InstructLab Taxonomy on Github

https://github.com/instructlab/taxonomy

https://github.com/instructlab/taxonomy


1. Find a task which was not working yet with the default model

2. Add taxonomy (skills or taxonomy)

3. Generate new data

4. Train

5. Check out the new model

3 Most steps can be performed using either

3 CLI version

3 UI version

InstructLab demo

Which model?



Granite

A family of open, performant and 

trusted AI models to accelerate 

enterprise AI adoption 
Open

3 Open sourced under Apache 2.0

3 Seamless deployment and control 

over environments, models and 

proprietary data

3 Enhances developer efficiency

Performant

3 Diverse range of fit-for-purpose 

models

3 Designed for scalability

Trust

3 Transparency of data, training 

methods

3 IP indemnification

3 Responsible and safe AI



Granite-3.1-8B-Instruct

Granite-3.1-2B-Instruct

Granite-3.1-3B-A800M

Granite-3.1-1B-A400M

Granite-Guardian-3.1-8B

Granite-Guardian-3.1-2B

Granite-3.1-8B-Instruct-

Accelerator

Large Language Models

(LLMs) for enterprise

Inference-efficient 

Mixture of Experts (MoE)

Guardrail models Speculative 

decoding models

Granite 3.1

Models



Granite 3.1

Models

New Granite-Dense 

architecture
Over 12T tokens training data 

across 12 languages and 116 

programming languages

Available under 

Apache 2.0



Why IBM Granite? 

Open

Performant

Trusted



Drive developer 
productivity

Customize models 
with your data

Build responsibly with 
model transparency

Open 

Open-sourced under the permissive Apache 2.0 license 



The IBM approach: fit-for-purpose models

Your data The right model Targeted use case

fine tuning

Performant 

Customizing an LLM with InstructLab



*Saas cost per million tokens (assuming blend of 80% inout, 20% 

output), https://www.ibm.com/products/watsonx-ai/foundation-

models, https://openai.com/api/pricing/

66.7% 

cheaper*

91.7% 

cheaper*

85% 

cheaper*

93.6% 

cheaper

95.7% 

cheaper*

Enterprise: Large 

financial company

Q&A over standard 

operating procedures 

for reconciliation process

Enterprise: IBM

Q&A over standard 

operating procedures for 

Quote-to-Cash (Q2C)

Enterprise: IBM

Q&A over HR policies

Enterprise: IBM

Q&A over IT software 

customer support

Enterprise: Large telco 

company

Analysis of customer 

call transcripts

50%

80%

85%

90%

75%

60%

65%

70%

55%

GPT-4

Turbo

$14/M tokens

Llama-3

70B

$1.80/M tokens

Llama 3.1

405B

$7.20/M tokens

GPT-40

$4/M tokens

Previous 

approach

$6.6M/year 

(no RAG)

Granite

7B Lab

$0.60/M tokens

Granite

7B Lab

$0.60/M tokens

Granite

7B Lab

$0.60/M tokens

Granite

7B Lab

$0.60/M tokens

Granite

7B Lab

$420K/year 

(no RAG)

Enterprise data 

enables smaller, 

targeted, optimized 

models to deliver state-

of-the-art performance 

at lower costs.



Trusted

Guardrails

Secure data and 

mitigate risks across a 

variety of prompts and 

responses

Safety training of 

models

Innate safety training 

and simulations to 

protect our models

Intellectual 

Property (IP)  

Indemnification

Client protection, 

accuracy, and trust 

while using your 

enterprise data

Ensure safe and 
responsible AI



1. Find a task which was not working yet with the default model

2. Add taxonomy (skills or taxonomy)

3. Generate new data

4. Train

5. Check out the new model

3 Most steps can be performed using either

3 CLI version

3 UI version

InstructLab demo
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Initial test of the student model

Initially the student model doesn’t 
know about the IBM Granite models.

InstructLab demo
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Initial test of the student model

Initially the student model doesn’t 
know about the IBM Granite models.

InstructLab demo

Add new knowledge

The taxonomy is enhanced with 
knowledge from the relative 

Wikipedia page.
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Initial test of the student model

Initially the student model doesn’t 
know about the IBM Granite models.

InstructLab demo

Add new knowledge

The taxonomy is enhanced with 
knowledge from the relative 

Wikipedia page.
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Initial test of the student model

Initially the student model doesn’t 
know about the IBM Granite models.

InstructLab demo

Add new knowledge

The taxonomy is enhanced with 
knowledge from the relative 

Wikipedia page.

' Let the teacher improve the model

The teacher model is generating 
synthetic data based on the 

examples, which is used to train the 
student model.



Introducing Docling

� Reads popular document formats (PDF, DOCX, PPTX, XLSX, 

Images, HTML, AsciiDoc & Markdown) and exports to HTML, 
Markdown and JSON

� Advanced PDF document understanding including page 

layout, reading order & table structures

� Unified, expressive DoclingDocument representation format

�  OCR support for scanned PDFs 

� Easy integration with LLM app / RAG frameworks like � 
LlamaIndex, �� LangChain, � Bee agent framework

� Simple and convenient CLI

https://github.com/DS4SD/doclingAllows for PDF in knowledge since 

ilab 0.21, included in RHEL AI 1.3
Raised +10k Github stars in a week, 

adoption of Docling is going viral!

https://github.com/DS4SD/docling


Docling is for developers!



..as simple as it gets

Simply point the qna.yaml to the PDF 
knowledge file

Coming soon: support for docx, pptx, html, etc



InstructLab Experiences

SDG refers to Synthetic Data Generation

Self-instruct refers to the technique described in the paper Self-Instruct: Aligning LM with Self Generated Instructions

LAB refers to the technique described in the paper LAB: Large-Scale Alignment for ChatBots 

LoRA (Low-Rank Adaptation) is a technique for efficient fine-tuning of LLMs using full-resolution base models

QLoRA (Quantized Low-Rank Adaptation) is a LoRA technique for efficient fine-tuning of quantized base models
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Enterprise Product

ï SDG 1.5 using agentic flows on 
top of the original LAB 
methodology

ï Production-grade fine-tuning 
using full resolution models

ï Use multi-stage fine-tuning 
as per LAB methodology

ï OOB models & optimizations 
per hardware accelerators

Laptop / desktop BYO Server/VM (upstream)
Appliance / BYO 
Server/VM

Community Project

ï SDG 1.0 using the original 
simple flow from the LAB 
methodology

ï Fine-Tuning of LLMs using full 
resolution or quantized models

ï Use multi-stage fine-tuning 
as per LAB methodology

ï BYO configurations and drivers 
for each hardware accelerator

Community Project

ï SDG using a simplified 
implementation of the Self-
Instruct methodology

ï Fine-Tuning using the LoRA 
technique

ï Uses quantized models as base 
resulting in fine-tuning using 
the QLoRA technique

ï BYO models, configurations, 
drivers for each hardware 
accelerator

https://arxiv.org/pdf/2212.10560
https://arxiv.org/pdf/2403.01081


InstructLab

Taxonomy | Alignment tuning | Command-line interface (CLI) | Model training infrastructure 

Pytorch| Runtime libraries | GPU support | vLLM | Deepspeed

Granite family models 

Model Serving Data & model pipelineModel development

• Workbenches

•  Distributed workloads 

• Data and model pipelines 

• ISV images |Custom images

• GPU support

• Visual editor

 • Automated data science pipeline

• Serving engines: Kserve, 

ModelMesh

• Serving runtimes : Custom, vLLM, 

TGIS, OVMS

• Performance metrics

• Operations metrics

• Quality metrics

Model Monitoring
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Red Hat AI platforms

Generative AI and MLOps capabilities for building flexible, trusted AI solutions at scale

Red Hat Enterprise Linux AI




