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InstructlLab

A new community-based approach to build truly open-source LLMs

https://github.com/instructlab/
https://instructlab.al



https://github.com/instructlab/
https://instructlab.ai

Open LLMs versus Open Source Software Today

Successtul open-source software Today’'s open-source LLMs

\

-requent updates Monolithic releases at irregular intervals

A\ 4

ighly structured release cycles Releases at irregular intervals

Well-detined APIs Guess and try prompt engineering

Well-defined teature roadmaps No one knows what's coming

Incremental contributions Monolithic development

Community contributions _arge single-party development

Contributions can be merged and reconciled Mutually iIncompatible contributions

X X X X X X X X

N 2

Almost any developer can contribute High barrier to contribution

© 2024 1BM Corporation



Today’s challenge:

opensource contributions

There Is no clear path to merge and combine

Contributions built on Llama result in... more llamas...

<
’

,93.':3 Hugging Face Search models, datasets, users

Libraries Datasets Languages Licenses Other
Filter Tasks by name

Multimodal
% Image-Text-to-Text 3 Visual Question Answering

=% Document Question Answering & Video-Text-to-Text

Any-to-Any

Computer Vision

Depth Estimation #  Image Classification

Object Detection B Image Segmentation

Text-to-lmage  [% Imageto-Text & Image-to-Image

T
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Image-to-Video &  Unconditional Image Generation
i Video Classification G Text-to-Video
Zero-Shot Image Classification B! Mask Generation

© 2024 IBM Corporatfdﬁo-sr\ot Object Detection 2 Text-to-3D

@, Image-to-3D  [£ Image Feature Extraction

¢ Models Datasets

Models &2 350 llama
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A nvidia/Llama-3.1-Nemotron-70B-Instruct-HF

fext Generation « Updated 4 days ago 60.3K B17

® meta-llama/Llama-3.2-1B

» Text Generation « Updated 20 days ago - & 428k 575

o meta-llama/Llama-3.2-1B-Instruct

fext Generation - Updated 25 days ago L 604k 396

o meta-llama/Llama-3.2-3B-Instruct

Text Generation - Updated 25 days ago v T15K 375

® bartowski/Llama-3.1-Nemotron-70B-Instruct-HF-GGUF

» Text Generation - Updated 5 days ago - 4 48.4K 42

o meta-1llama/Llama-3.1-70B-Instruct

[ext Generation « Updated 25 davys ago + 2.42M 606

© Spaces @ Posts © Docs . Solutions Pricing =

Full-text search TL Sort: Trending

2 nvidia/Llama-3.1-Nemotron-70B-Instruct

Updated 4 days ago « 4 4k 326

o meta-llama/Llama-3.2-11B-Vision-Instruct

» Image-Text-to-Text «+ Updated 21 days ago - 1\ 1.04M 21

o meta-llama/Llama-3.1-8B-Instruct

fext Generation - Updated 25 days ago 2.84M 2.82K

3 nvidia/Llama-3.1-Nemotxron-70B-Rewaxd-HF
L 1.96k 50

Updated 5 days ago

= HF1BitLLM/Llama3-8B-1.58-100B-tokens

Text Generation - Updated Sep 19 - 4 5,59k ' 88

o meta-llama/Llama-3.1-88B

-

fext Generation « Updated 4 days ago « & 828k 970



InstructLab offers a new way to make community contributions additive

The model stack

InstructlLab Skills . . . . . .

InstructLab Knowledge HEEERENRER

Base Model

The community can create and contribute skills recipes.

InstructlLab pull
request

© 2024 IBM Corporation




InstructlLab offers a new way to make community contributions additive

Large-scale Alignment for chatBots (LAB), available on

jokes puns general

freeform
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Taxonomy-based skill &
knowledge representation

Represent any missing model
knowledge or skills ina
Nierarchical taxonomy, providing
5+ exemplitying data points of the
missing behavior per missing skill.

© 2024 IBM Corporation

Synthetic data generation
with teacher model

A teacher model generates
a “curriculum” of millions

of questions and answers
across the taxonomy.

Synthetic data validation
with critic model

Critic models filter the
guestions for correctness and
quality. Synthetic data is
scanned tor prohibited material
(such as hate, abuse, profanity,
and personal information).

>

Skill and knowledge training
on top of student model(s)

The student model is
trained with the
curriculum using a novel
training approach.


https://arxiv.org/abs/2403.01081
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Knowledge Foundational Compositional
Skills Skills




Types of Tuning Data Iin
InstructlLab

Knowledge

Adding knowledge using the InstructLab
method means including files with facts,
data, policies and more.

Examples of knowledge:

« FedRAMP policies

 The Magna Carta

« Linux man’ pages

 The 7 wonders of the world
« The teachings of Buddha

Foundational Skills

Adding foundational skills means adding
core differences in interaction patterns.

Examples of foundational skills:

« Coding
« Math
«  Writing

Compositional Skills

Adding compositional skills means adding
and improving complex behaviors in the
model’s responses.

Examples of compositional skills:

« Act like a personality (say, Yoda)

« Convert to camel case

 Write me a limerick

« Answer riddles and trick questions



"Compose a sonnet that portr.

*In autumn's grand and regal t.

"Write a haiku that captures.
Crimson leaf adrift,\nDancing.

"Write a ballad about a maje.
“(Verse 1)\nIn the heart of mo.

"Write a limerick that playf.
“A flower so bright in the gla.

“Write a free verse poem tha.
“In the waning days of summer

“Write a narrative poem abou.
"In the heart of the valley, w.

"Write an epic poem about a _
“In the heart of a forest, vi

*Craft an ode to the power o

to the Lightning's Power .

"Seeking insights for an art.
"Restorative justice practices..

"Create a tale about a chara.
"In the quiet corners of Emily.

"Write a screenplay about a

“Debate the merits and drawb

“"Economist:\\n\"Implementing a.

"Create a technical guide on.
“# Technical Guide: Implementi.

“Compose a technical report .
“# Technical Report: Microserv.

"Develop a technical specifi.
"# Technical Specification: Ad.

"Write a technical proposal ..
"# Technical Proposal: Mobile .

"I'm selling hand-painted wa.
iscover the Magic of [Your.

"I'm off on a city break wit.
"Seizing the city life with my.

“Help me draft a LinkedIn re.
“I am delighted to recommend [.

"Hoping to get some discussi.
“Hey friends! # Let's talk ab

"Draft a "Motivation Monday'.
“Embrace the grind and let you.

*I require help drafting a b.

"# Business Contract\n\nThis B_

"I need to create a licensin.
"# Licensing Agreement\n\nThis.

“Generate 5 creative ideas f.
“1. \"Eco-Hero Challenge\": Cr.

"Produce three convincing ar.
"1. Universal healthcare ensur.

*Identify potential challeng.
re, I'd be happy to help yo.

"sMs. Thompson:» Good mornin.
“Get all the action items fr.
"1. Enhance the onboarding pro.

"sMs. Thompson:+ Good mornin.
"Generate an executive summa..
“The executive summary of the .

“sMs, Patel:« Good morning, -
"Could you generate the minu.
"ssMinutes of Meetings*\n\ne=sD.

"#Ms. Thompson:» Good mornin._
"Generate a company wide ema.
Subject: Recap and Next Steps.

"Henry Edwards (18 September
“Could you correct any gramm.
"Henry Edwards (18 September 1.

Qrah Tappeh( also Romanized.
"Fix any spelling errors in .
Qarah Tappeh( also Romanized .

*Deswa, is an Indian Bhojpur.
*Return the text after corre.
*Deswa is an Indian Bhojpuri 1.

"Could you help
"Subject: Inquiry

“esTitle: \"The Final Heist\"».

*Write a manual on how to pe.

*# Manual: Performing a Securi.

“Write an in
*Subject: Hel

"General Si
"Generate o
“The text prov

hester
Give a f
Chester

"Qurt Tappeh(
"Generate a ¢
“Qurt Tappeh is

*\"Jean- P
*Generate
*\"The text

“\"Brooks Be
"Generate a
"I. Brooks



“(Verse 1)\nIn the heart of mo.

"Write a limerick that playf.
"A flower so bright in the gla.

“Write a free verse poem tha.
“In the waning days of summer’..

"Write a narrative poem abou.
"In the heart of the valley, w.

*Write an epic poem about a .
“In the heart of a forest, vas.

*Craft an ode to the power o.
*Ode to the Lightning's Power .

"Seeking insights for an art.
"Restorative justice practices..

"Create a tale about a chara.

"In the gquiet corners of Emily.

"Write a screenplay about a .
*s«aTitle: \"The Final Heist\ "~

n: "Debate the merits and drawb. i : .
- : > question: “"Write a manual on how to pe.
Economist:\\n\"Implementing a. : p‘

answer: “# Manual: Performing a Securi.

"Create a technical guide on.
er: “# Technical Guide: Implementi.

“Compose a technical report ..
“# Technical Report: Microserv.

"Develop a technical specifi.

"# Technical Specification: Ad.

"Write a technical proposal .
"# Technical Proposal: Mobile .

"I'm selling hand-painted wa.
"ssDiscover the Magic of [Your.




"*Produce three convincing ar.
. Universal healthcare ensur.

*Identify potential challeng.

*Sure, I'd be happy to help yo.

“#Ms,. Thompson:» Good mornin.
*Get all the action items fr.
*1. Enhance the onboarding pro.

"sMs. Thompson:+ Good mornin.
"Generate an executive summa..
“The executive summary of the _

nt: “s+Ms, Patel:«~ Good morning, -
"Could you generate the minu.
"ssMinutes of Meetings»*\n\ne+D_

"#Ms. Thompson:» Good mornin.
"Generate a company wide ema.
"Subject: Recap and Next Steps.

*Henry Edwards (18 September.
n: "Could you correct any gramm.
"Henry Edwards (18 September 1.

t: "Qrah Tappeh( also Rosmanized.
"Fix any spelling errors in .
*Qarah Tappeh( also Romanized .

*Deswa, is an Indian Bhojpur.
*Return the text after corre.
*Deswa is an Indian Bhojpuri 1.

*General Sir Hugh Arbuthnot,.
"Generate one line summary f.
“*The text provides information.

nt: "Chester High School is a pu.
*Give a five point summary f_
Chester High School is a p.

"Qurt Tappeh( also Romanized.
"Generate a concise summary ..
“Qurt Tappeh is a name of seve.

*\*Jean- Pierre Lévy( born 1.
*Generate a detailed summary..
*\*The text provided gives inf.

*\"Brooks Benedict( born Har.
"Generate a high-level outli.
"\"I. Brooks Benedict\\n A. Am.




InstructLab Taxonomy on Github

s Edit Pins ~

taxonomy  Public

¥ main ~

’ bjhargrave check_yaml: handle the case where there are no specified yam... &8

rEErERrENrENCEN RN RN RN S S N N

B
B
B

[I7 README

.github

compositional_skills

docs

foundational_skills/reasoning

knowledge

scripts

.gitignore

.markdownlint-cli2.yaml

.pre-commit-config.yaml

CODE_OF_CONDUCT.md

CONTRIBUTING.md

CONTRIBUTOR_ROLES.md

LICENSE

MAINTAINERS.md

Makefile

README.md

SECURITY.md

governance.md

¥ 42 Branches © 0 Tags

& Code of conduct

Q Go to file t Add file ~

a7db9bd - 15 hours ago

Update stale_bot.yml (#1271)

Add a skill to better understand bullet lists of items (#730)

Update knowledge-contribution-guide.md (#1270)

taxonomy sync with internal repo (#561)

Removed ibm_redbooks (#1221)

check_yaml: handle the case where there are no specifie...

Drop duplicated .tox from .gitignore (#388)

Use schema python package (#1169)

Fix excludes (#94)

Updating org name from instruct-lab to instructlab (#711)

Use schema python package (#1169)

Updating org name from instruct-lab to instructlab (#711)

Add Apache license

Updating org name from instruct-lab to instructlab (#711)

ci: add markdown linter (#770)

Removed wikilink from the knowledge example (#1266)

Update SECURITY.md (#783)

Updating org name from instruct-lab to instructlab (#711)

&8 Apache-2.0 license 55 Security

InstructLab ¢ Taxonomy

& Watch 42

O 281 Commits

20 hours ago

2 months ago
20 hours ago

5 months ago
last month

15 hours ago

5 months ago
2 months ago
4 months ago
4 months ago
2 months ago
4 months ago
6 months ago
4 months ago
4 months ago
15 hours ago

4 months ago

4 months ago

7 =

https://github.com/instructlab/taxonomy

b4

[J README & Code of conduct &3 Apache-2.0 license 5B Security

This example snippet assumes the GitHub username mairin and shows some of the question/answer pairs
present in the actual file:

version: 2
task_description: |

This skill provides the ability to read a markdown-formatted table.
created_by: mairin # Use your GitHub username; only one creator supported
seed_examples:

— context: |
| **kBreedxx | *kSizexx | *kBarkingx* | *xEnergyxx |
| | I I I
| Afghan Hound | 25-27 in | 375 | 4/5 |
| Labrador | 22.5-24.5 in | 3/5 | 575 |
| Cocker Spaniel | 14.5-15.5 in | 3/5 | 4/5 |
| Poodle (Toy) | ==:10 din | 4/5 | 4/5 |
question: |
Which breed has the most energy?
answer: |
The breed with the most energy is the Labrador.
- context: |
| *kNamexx | *xxDatexk | *kColorkxx | xxLetterkx | xxNumberkkx |
| | | I | |
| George | Mar 5 | Green | A | 1 |
| Grainne | Dec 31 | Red | B | 2 |
| Abigail | Jan 17 | Yellow | € | 3 |
| Bhavna | Apr 29 | Purple | D | 4 |
| Rémy | Sep 9 | Blue | E | 5 |
question: |
What is Grainne's letter and what is her color?
answer: |
Grainne's letter is B and her color is red.
= comtext: |
| Banana | Apple | Blueberry | Strawberry |
| | | I |
| Yellow | Red, Green | Blue | Red |
| Large | Medium | Small | Small |
| Peel | Peel | No peel | No peel |
question: |
Which fruit is blue, small, and has no peel?
answer: |

The blueberry is blue, small, and has no peel.



https://github.com/instructlab/taxonomy

InstructLab demo

Find a task which was not working yet with the detault model
Add taxonomy (skills or taxonomy)
Generate new data

Train

ok W hE

Check out the new model

— Most steps can be pertormed using either
—  CLI version

— UI version

Which model?

\7:
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Granite oL
O

A tamily of open, performant and

trusted AI models to accelerate

enterp

Open

r1Ise Al adoption

— Open sourced under Apache 2.0
— Seamless deployment and control
over environments, models and

proprietary data
— Enhances developer efficiency

— Transparency of data, training
methods

— IP indemnification

— Responsible and safe Al

Performant

— Diverse range of fit-for-purpose
models
— Designed for scalability




Granite 3.1

Models
Large Language Models Interence-etticient Guardrall models Speculative
(LLMs) for enterprise Mixture of Experts (MoE) decoding models
Granite-3.1-8B-Instruct Granite-3.1-3B-A800M Granite-Guardian-3.1-8B Granite-3.1-8B-Instruct-

Granite-3.1-2B-Instruct Granite-3.1-1B-A400M Granite-Guardian-3.1-2B Accelerator



Granite 3.1
Models

.'/" g
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New Granite-

ense

architectc

e

Over 12T tokens training data
across 12 languages and 116
programming languages

Availlable under
Apache 2.0



Why IBM Granite?

Open

Pertormant

Trusted



Open

Open-sourced under the permissive Apache 2.0 license

Drive developer Build responsibly with Customize models
productivity model transparency with your data

| = gl — |
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Pertrormant

The IBM approach: fit-for-purpose models

Your data The right model Targeted use case
fine tuning

Customizing an LLM with InstructlLab



Enterprise data
enables smaller,
targeted, optimized
models to deliver state-
of-the-art performance
at lower costs.

*Saas cost per million tokens (assuming blend of 80% inout, 20%
output), https://www.ibm.com/products/watsonx-ai/foundation-

models, https://openai.com/api/pricing/

20%

35%

30%

75%

70%

65%

60%

55%

50%

Enterprise: Large
financial company

Q&A over standard
operating procedures
for reconciliation process

95.7%
cheaper*

Enterprise: IBM

Q&A over standard
operating procedures for
Quote-to-Cash (Q2C)

66.7%
cheaper*

Enterprise: IBM

Q&A over HR policies

91.7%
cheaper*

Enterprise: IBM

Q&A over IT software
customer support

85%
cheaper*

Enterprise: Large telco

company

Analysis of customer
call transcripts

93.6%
cheaper

Granite GPT-4
7B Lab Turbo
S0.60/M tokens  $14/M tokens

Llama-3

Granite
7B Lab 70B

S0.60/M tokens $1.80/M tokens

Llama 3.1
405B

Granite
7B Lab

S0.60/M tokens $7.20/M tokens

GPT-40

Granite
7B Lab

S4/M tokens

$0.60/M tokens

Granite
7B Lab

S420K/year
(no RAG)

Previous
approach

$6.6M/year
(no RAG)



Trusted

-nsure sa

e and

"esponsib

e Al

= ==
—|>:)|—
1

Safety training of
models

Innate satety training
and simulations to
protect our models

Intellectual
Property (IP)
Indemnification

Client protection,
accuracy, and trust
while using your
enterprise data

B

Guardrails

Secure data and
mitigate risks across a
variety of prompts and
responses



InstructLab demo

Find a task which was not working yet with the detault model
Add taxonomy (skills or taxonomy)
Generate new data

Train

ok W hE

Check out the new model

— Most steps can be pertormed using either
—  CLI version

— UI version

<|II



InstructLab demo

$ ilab model chat
e

Welcome to InstructlLab Chat w/ MERLINITE-7B-LAB-Q4_K_M.GGUF

|

>>> What 1s IBM Granite?

[S][default]

——————— merlinite-7b-lab-Q4_K_M.gguf —0 —  —0 7

Initial test of the student model i

Initially the student model doesn’t
know about the IBM Granite models.

© 2024 IBM Corporation

IBM Granite is a powerful and versatile tool that combines a programming
environment with an application server, making it suitable for both web
development and application hosting. It offers a user-friendly interface for
creating, testing, and deploying applications, as well as features such as:

1. **xEase of use:xx The IBM Granite IDE provides a visual editor that
simplifies the creation of web pages, forms, and other elements.

2. **xIntegration with Java:*x It offers seamless integration with Java
technology, allowing developers to leverage the vast ecosystem of Java
libraries and frameworks.

3. **xSupport for open standards:*x IBM Granite supports various open
standards, including HTML5, CSS3, and JavaScript, ensuring compatibility and
interoperability with other web technologies.

4. *%Scalability:*x IBM Granite can handle high-traffic websites and
applications due to its modular architecture and efficient resource
management.

5. *xSecurity:x*x It includes built-in security features, such as
authentication and authorization mechanisms, to protect sensitive data and
ensure secure communication between components.

6. x*xPerformance:*x IBM Granite provides advanced caching and load balancing
techniques to optimize the performance of web applications and improve user
experience.

7. *xCommunity support:xx IBM Granite benefits from an active developer
community that shares resources, best practices, and tutorials, fostering a
collaborative learning environment.

To get started with IBM Granite, you can visit the official website
(<https://www.ibm.com/software/products/en/granite>) to download the
software, explore the documentation, and access the community forums for
assistance. Additionally, various online resources, such as tutorials and
video courses, are avallable to help you master IBM Granite and develop
impressive web applications.

If you have any specific questions about IBM Granite or need guidance on a
particular feature, feel free to ask!
elapsed 7.229 seconds

|
|
|
|
|
|
|
|
|
|
|
|
{
il




InstructLab demo

— {@» InstructlLab

Dashboard

Contribute

Skill

Knowledge

Playground

Chat

Add neW k”OWlEdge Custom Model Endpoints
The taxonomy Is enhanced with

knowledge trom the relative
Wikipedia page.

© 2024 IBM Corporation

Dashboard

My Submissions
View and manage your taxonomy contributions.®

InstructLab

Welcome to InstructLab

InstructLab is a powerful and accessible tool for advancing generative Al through
community collaboration and open-source principles. By contributing your own data, you
can help train and refine the language model.

To get started, contribute a skill or contribute knowledge.

Contribute Skill Contribute Knowledge Chat with the Models

View the Project on Github €)

©) 0 Michele Dolfi =



InstructLab demo D ovo

v TAXONOMY knowledge > technology > large_language_model > granite > ! gnayaml > {} document > [ ] patterns
v knowledge created_by: dolfim-ibm
version: 3
domain: large-language-model
document_outline: Knowledge contribution about the IBM Granite model
.gitignore seed_examples:
history - context: >-
IBM Granite is a series of decoder-only AI foundation models created by
IBM. It was announced on September 7, 2023, and an initial paper was
published 4 days later.

Vv engineering

v geography

.gitignore
linguistics

.gitignore

guestions_and_answers:
mathematics - question: What is IBM Granite?
.gitignore answer: >-
IBM Granite is a series of decoder-only AI foundation models created
by IBM.
question: When was IBM Granite announced?
philosophy answer: September 7, 2023
.gitignore question: What's a series of IBM decoder-only AI foundation models?

Add new knOWIEdge religion answer: IBM Granite

context: >-—

miscellaneous_unknown

.gitignore

.gitignore
gitig Initially intended for use in the IBM's cloud-based data and generative AI

\/ science platform Watsonx along with other models, IBM opened the source code of

The taxonomy 1S enhanced Wlth v animals / birds / black_capped_chick... some code models. Granite models are trained on datasets curated from

knowledge from -the relatlve = attribution.txt Internet, academic publishings, code datasets, legal and finance

! documents.
el - . ! gna.yami ' .
W| kl ped la page iy questions_and_answers:
.gitignore e : e S ; :
- question: What was the original intention for IBM Granite?
v technology answer: >-
v large_language_model/granite Initially intended for use in the IBM's cloud-based data and
generative AI platform Watsonx.

question: What are granite models trained on?

= attribution.txt

gna.yami
answer: =>-—

.gitignore Datasets curated from Internet, academic publishings, code datasets,
scripts legal and finance documents.
.gitignore question: Is Granite models open-source?
.markdownlint-cli2.yaml m”[ es
_ context: >-
¥ CORE_OF CONDUCT.md IBM Granite is a series of decoder-only AI foundation models created by
CONTRIBUTING.md IBM. A foundation model is an AI model trained on broad data at scale.
¥ CONTRIBUTOR_ROLES.md guestions_and_answers:
- question: What is a foundation model?
answer: AI model trained on broad data at scale
question: What is an example of foundation model from IBM?

¥ governance.md
LICENSE
¥ MAINTAINERS.md answer: IBM Granite
Makefile question: What is an AI model trained on broad data at scale from IBM?
%) README.md answer: IBM Granite
© 2024 IBM Corporation (Q) ¥ SECURITY.md =i e




InstructLab demo

00

$ ilab model chat --model instructlab-granite-7b-lab-trained-llm-granite

—_— e
| Welcome to InstructlLab Chat w/ INSTRUCTLAB-GRANITE-7B-LAB-Q4_K_M.GGUF |
e

>>> What i1s IBM Granite? [S] [default]

———————————— instructlab-o9ranite-7b=1ab-04 K M. gouf ————————"-—"—-+

| IBM Granite 1s a series of highly scalable, secure, and cost-effective AI |

| models developed by Red Hat and IBM Research, based on the Granite-7b-base |
language model. These models are designed to be adaptable and extensible,
enabling developers to create intelligent applications with a wide range of
use cases. The models can be fine-tuned for specific tasks and industries,
providing clients with customized solutions tailored to their needs.

Some key features of IBM Granite include:

|
|
|
|
I 1. **xAdaptable and extensible*x*x: The open-source nature of the

| Granite-7b-base models allows developers to modify, extend, and integrate

| them seamlessly into their projects.

| 2. **%Scalabilityxx: IBM Granite models can handle large amounts of data and
| perform complex computations, making them suitable for applications requiring
| high scalability.

| 3. *xSecurity**: The models are designed with security in mind, ensuring that
| sensitive data remains protected during processing and transmission.

| 4. xxCost-effectivexx: By leveraging open-source models, organizations can
save on licensing fees and reduce the time and resources required for model
development.

5. *%xVersatility*%: IBM Granite models can be applied to a wide variety of
industries and domains, such as healthcare, finance, education, and customer
service, among others.

Let the teacher improve the model

The teacher model is generating
synthetic data based on the

examples, which is used to train the

student model. In summary, IBM Granite 1s a powerful and flexible AI platform that enables

developers to create intelligent applications with ease, while also providin

robust security features and cost savings.
-— elapsed 5.792 seconds

0

.

© 2024 IBM Corporation



Introducing Docling

~  Reads popular document formats (PDF, DOCX, PPTX, XLSX,

Images, HTML, AsciiDoc & Markdown) and exports to HTML,

Markdown and JSON

' Advanced PDF document understanding including page
layout, reading order & table structures

<& Unified, expressive DoclingDocument representation format
‘4 OCR support for scanned PDFs

@ Easy integration with LLM app / RAG frameworks like
Llamalndex, W& LangChain, %4 Bee agent framework

= Simple and convenient CLI

X
1ﬁGITHUB TRENDING (*’ ‘ Red Hat
%, & #1 Repository Of The Day \Déu’ Enterprise Linux Al
Raised +10k Github stars in a week, Allows for PDF in knowledge since

adoption of Docling is going viral! Ilab 0.21, included in RHEL AT 1.3

00

pip itnstall docling

docling https://arxiv.org/pdf/2408.09869.pdf

docling --to json --to md ./inputs/

https://github.com/DS4SD/docling



https://github.com/DS4SD/docling

Docling I1s tor developers!

files = ["test/data/2206.01062.pdf", ...]

doc_converter = DocumentConverter()
results = doc_converter.convert all(files)

for conv_result in results:
1f conv_result.status == ConversionStatus.SUCCESS:

doc conv_result.document

## save results

doc.save_as_json("...")

# inspect tables to pandas dataframe...
for table in doc.tables:
df table = table.export_to_dataframe()

i inspect the 1mages

for pic 1n doc.pictures:
pil_img = pic.get_image()
pil_img.show()

Home Concepts

API reference
Document Converter
Pipeline options

Docling Document

Examples Integrations APl reference

Docling Document

This is an automatic generated API reference of the DoclingDocument type.

mod docC

Package for models defined by the Document type.
Classes:

e DoclingDocument — DoclingDocument.
e DocumentOrigin — FileSource.

e DocItem — Docltem.

e DocItemLabel — DocltemLabel.

e Provenanceltem — Provenanceltem.

e GroupItem — Groupltem.

e GroupLabel — GroupLabel.

e NodeItem — Nodeltem.

e Pageltem — Pageltem.

e FloatingItem — Floatingltem.

Table of contents
mod doc
class DoclingDocument

attr body
attr furniture
attr groups
attr key_value_items
attr name
attr origin
attr pages
attr pictures
attr schema_name
attr tables
attr texts
attr version
meth add_group
meth add_heading
meth add_list_item
meth add_page
meth add_picture
meth add_table
meth add_text

meth add_title

¢® InstructLab

Llamalndex

W& LangChain




.as simple as It gets

' gnayami U X = attnbution.txt

knowledge > technology » large_language_model > granite > ! qgnayaml > =] document_outline

: What are the latest models variat

On May 6, 2024, IBM released the source code of Tc ariations of Granite

Code Models under Apache 2, an open source permissive

SRS e el e g e e | Simply point the gna.yaml to the PDF
S knowledge file

May 6, 2024
: What are the open source

» - : . - |
Apacne /2

How many variations has IBM released
b-May7

) .

rs F

“"Qur

‘github.com/2a(Tim-1bm/taxonomy~-kKnowledge~docs

lbeeb187552adac9e917783c24861801db64

Coming soon: support for docx, pptx, html, etc




InstructLab Experiences

InstructbLab

o

z

L1 Laptop / desktop

InstructLab

o

z

BYO Server/VVM (upstream)

& RedHat

Enterprise Linux Al

e/ bYCU
\'4

Applianc

SDG using a simplified
implementation of the Self-
Instruct methodology
Fine-Tuning using the LORA
technique

Uses quantized models as base
resulting in fine-tuning using
the QLORA technique

BYO models, configurations,
drivers for each hardware
accelerator

SDG 1.0 using the original
simple flow from the LAB
methodology

Fine-Tuning of LLMs using full
resolution or quantized models
Use multi-stage fine-tuning
as per LAB methodology

BYO configurations and drivers
for each hardware accelerator

Enterprise Product

SDG 1.5 using agentic flows on
top of the original LAB
methodology
Production-grade fine-tuning
using full resolution models

Use multi-stage fine-tuning
as per LAB methodology

OOB models & optimizations
per hardware accelerators

Z

——

InstructLab

SDG refers to Synthetic Data Generation

Self-instruct refers to the technique described in the paper Self-Instruct: Aligning LM with Self Generated Instructions
LAB refers to the technique described in the paper LAB: Large-Scale Alignment for ChatBots

LoRA (Low-Rank Adaptation) is a technique for efficient fine-tuning of LLMs using full-resolution base models
QLoRA (Quantized Low-Rank Adaptation) is a LoRA technique for efficient fine-tuning of quantized base models



https://arxiv.org/pdf/2212.10560
https://arxiv.org/pdf/2403.01081

Red Hat Enterprise Linux Al

Red Hat Al platforms

Generative Al and MLOps capabilities for building flexible, trusted Al solutions at scale

Model development Model Serving Data & model pipeline Model Monitoring

- Workbenches * Serving engines: Kserve, - Visual editor

- Performance metrics
« Distributed workloads ModelMesh

- Automated data science pipeline  + Operations metrics

- Data and model pipelines * Serving runtimes : Custom, vLLM, * Quality metrics
RedHat ° * ISV images |Custom images TGIS, OVMS
OpenShift Al » GPU support
8, Red Hat

OpenShift

InstructLab

Red Hat ] Taxonomy | Alignment tuning | Command-line interface (CLI) | Model training infrastructure
Enterprise Linux Al

\.‘ Red Hat
Enterprise Linux

Pytorch| Runtime libraries | GPU support | vLLM | Deepspeed

40






