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About Reist Telecom AG

• Founded 2001
• 100% private owned
• 75 employees
• Located in Zurich, Basel, Cham, Puidoux
• Customers in more than 50 countries in Aviation, Manufacturing,

IT, Insurance, Private Banking and other industries

Company facts
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About Reist Telecom AG

Network and 
Security

• LAN, WAN, SD*
• ZTNA, NAC
• VPN, Remote 

access
• CASB, NDR

Cloud solutions 
(Private, Public and 
Multi-cloud)

• VMs
• Hosting/housing
• K8S
• APO

Identity and 
Access 
Management 
(MAYI ID)

• IAM
• PAM
• CLM
• Vaulting

Cybersecurity
Monitoring
Reporting

Service Management 
Operations and 

Support (7x24x365)

Our Solution Portfolio
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Why OpenShift Virtualization?

• Uncertainty of pricing model impacts with existing platform 
with due to Broadcom VMWare acquisition

• VM workloads with no planned containerization in near future
• Customers with the need of Swiss private cloud hosting
• One platform for Kubernetes and VM workloads

• … and why on Bare Metal?
• prerequisite to run OpenShift Virtualization
• proven and existing hardware processes in our datacenters
• Shift existing hosts and reuse on new platform
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Transformative impact

“Legacy” VM platform
• Service provider within shared environment
• 70 bare metal hosts
• New license not flexible with compulsory minimum purchase
• Cost increase by factor 2 – 3.3 with 3y / 1y commitment 

OpenShift Virtualization platform
• Transparent monthly usage pricing per worker node socket-pair
• Less workers needed as no separation between shared / non-shared

and continuous modernization to containers / microservices 
• Roughly 30% cheaper than 3y commitment with same node count
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Transformative Impact

Cluster Shared

Worker nodes

Datacenter Before

Cluster – Reist Internal

Worker nodes

Datacenter After

Worker nodes

Control nodes

Production cluster
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Transformative Impact

Backup Datacenter

Single node cluster

Datacenter 1 Datacenter 2

Worker nodes

Control nodes

Production cluster

Worker nodes

Control nodes

Production cluster

Worker nodes

Control nodes

Test cluster
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Storage integration
Pod 1

Project 1

PVC for 
Pod 1

Pod 2

PVC for 
Pod 2

Pod 3

PVC for 
Pod 3

Storage class 1

VM 
instance

PVC for VM1 
Disk1

PVC for VM1 
Disk2

Storage class 2

Trident NFS Backend Trident iSCSI Backend

Provides storage

NetAPP ONTAP Storage Cluster 

Manages volumes

Project 2

Provides storage



Public

Networking

Challenge with VMs
• Use pod default network not sufficient for legacy use-cases
• Over 100 VLANs in use for customer network segregation

Solution for transition to OpenShift Virtualization
• Additional host interfaces for VLAN trunks

  

🡪 Different host hardware = different interface names
• Dynamic bridges through node labels with

Node Network Configuration Policies
• Consume VLANs with Network Attachment Definitions
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Networking

Node labels

Interface with
VLAN trunk

Bridge created
through NNCP 

NNCP with all 
bridge interface 
combos

NAD with VLAN
definition

Node Interface
enp7s0 

Bridge
rt-os-core

Node Interface
enp7s0

Bridge
rt-os-core

Node Interface
eno6

Bridge
rt-os-core

Worker node 1 Worker node 2 Worker node 3
Labels: 
- rt-os-core: enp7s0

Labels: 
- rt-os-core: enp7s0

Labels: 
- rt-os-core: eno6

Node Network Configuration Policies
rt-os-core-enp7s0

Node Network 
Configuration Policies

rt-os-core-eno6

Network Attachment Definition
VLAN 1331

VM VirtIO Interface
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VLANs with NADs

• We are now ready to consume a VLAN through
Network Attachment Definitions ( NAD )

apiVersion: k8s.cni.cncf.io/v1
kind: NetworkAttachmentDefinition
metadata:
  annotations:
    description: RT_VLAN_1331
  name: vlan-1331                🡪 NAD name
  namespace: my-vm-namespaces    🡪 namespace
spec:
...
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VLANs with NADs

• We are now ready to consume a VLAN through
Network Attachment Definitions ( NAD )
...
spec:
  config: '{
    "name":"vlan-1331",      🡪 NAD name
    "type":"cnv-bridge",
    "cniVersion":"0.3.1",
    "bridge":"rt-os-core",   🡪 Bridge name
    "vlan":1331,             🡪 VLAN ID
    "macspoofchk":true,
    "ipam":{},
    "preserveDefaultVlan":false
  }'
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Considerations and best practices
• Licensing considerations
     🡪 work with node labels for correct scheduling
     🡪 don’t forget about capacity planning and review

• Ensure Live Migration compatibility
     🡪 Read-Write-Many ( RWX ) PVCs and Eviction Strategy
     🡪 Default CPU: smallest available within the cluster

• Create your golden images and VM templates 
with cloud-init and and Ansible customization

• Think about useful annotation
    annotations:
    vm.kubevirt.io/os: rhel9 / windows2022 / …
    vm.kubevirt.io/validations: ops constraints, eg. req. memory
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Migration from VMWare ESXi
Cluster preparation
 

• OpenShift Migration Toolkit for Virtualization ( MTV Operator )
    🡪 Supports VMware vSphere, OpenStack, OVA, RHV and OpenShift Virtualization
• Storage Classes for cold / warm migration
    🡪 Block storage for warm migration from VMware
• Allow ingress traffic from openshift-mtv namespace
• Create a VDDK init image and configure provider integration for your vCenter

Namespace preparation

• Create target namespace
• Remove ResourceQuota and LimitRanges  ( for migration )
• add required Network Attachment Definitions ( NADs )



Public

Migration from VMWare ESXi

Basic VM preparation
• Decide if you go with cold or warm migration
• Rename VM to lowercase

Additional preparation for warm migration
• Install VMWare Tools / open-vm-tools on Linux 
• No existing or new snapshots during migration 
• Set all disks to dependent - eg. swap space disks 
• Enable change block tracking ( CBT )

 
ctkEnabled TRUE 
scsi0:0.ctkEnabled TRUE  🡪 for every disk 
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Migration from VMWare ESXi

Migration plan ( 1 / 3 )

🡪 Source Provider

🡪 Browse and select VM
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Migration from VMWare ESXi

Migration plan ( 2 / 3 )

🡪 Plan Name ( will reflect in PVC name ) 

🡪 Target Namespace
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Migration from VMWare ESXi

Migration plan  ( 3 / 3 )
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Migration from VMWare ESXi

COLD migration steps

• Shutdown VM on Vmware manually
• Start migration plan
• Disks synced and refractored by VDDK init image
• Check VM settings 
• Start VM on OpenShift Virtualization
• VMware Tools replaced by Qemu Guest Agent automatically
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Migration from VMWare ESXi

WARM migration steps

• Start migration plan
 

🡪 Automatic snapshot on VMWare and incremental sync every hour

• Cutover when ready - instant or scheduled
• VM shuts down on VMWare
• Last incremental sync and refractoring by VDDK init image
• VM starts on OpenShift Virtualization
• VMWare Tools replaced by Qemu Guest Agent automatically
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Virtual Machine GUI
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Failover scenarios

Planned failover…
• Works out of the box on node maintenance
• Live Migration takes place for VMs with RWX storage  / set evition 

strategy
• Other VMs are powered off and started on another schedulable node

… and unplanned failover
• Achieved with Node Health Check Operator
• Self Node Remediation or Fence Agent Remediation
• Customizable remediation strategy / minimum of healthy nodes
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Backup

Challenge
• Regular OADP / Velero Backups to S3 bucket
🡪 Takes too long for TBs / PB of data every night

Our solution
• Use CSI volume snapshots and only copy Metadata to S3 buckets
• Move snapshots to backup datacenter with NetApp SnapMirror
• Configure NetApp and Tape backup through REST API with 

Ansible to “understand” OpenShift labels
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