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What is OpenShift Virtualization? 

● Included feature of the OpenShift application platform

● Unified platform for VMs and Containers

○ VM technically runs inside a container

○ Reuse compute/networking/storage for both

● Performance, stability, scalability, and reliability of KVM, the 
Linux kernel-based hypervisor ( 15+ years of production use )

● Support for RHEL and Windows

● Manageability and ecosystem of OpenShift

VMs Containers

Red Hat OpenShift Container Platform

Red Hat Enterprise Linux CoreOS

Physical machine

OpenShift Virtualization 
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User Interface



Continuously improved user interface
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Multicluster Virtual Machine Observability with RHACM
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Targeted for ACM 2.12 (next month)

Comprehensive VM alerting 

Status at a glanceFilter and find VMs and clusters 
quickly

▸ Comprehensive set of 
dashboards addressing important 
use cases

▸ Flexible Single VM/Single-Cluster 
view versus Multi 
VM/MultiCluster view

▸ Based on a rich set of metrics to 
retrieve valuable status of 
individual VM’s and inventories



Red Hat Advanced Cluster Management for Kubernetes
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Targeted for ACM 2.12 (next month)

SEE: Five key dashboards - observability

FIND: Virtual machines easily with 

enhanced search capabilities (Dev 

Preview).

DO: Stop, start, restart, and pause VMs 

directly from ACM (Tech Preview). 



Networking



Virtual Machine Networking
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OVN Kubernetes secondary network
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User Defined Networks
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Technology Preview!

Support for multiple (overlapping) networks/VRFs to enable user-defined 

native network isolation

Brings flexibility of secondary networks to the primary network (for pods)

Support for:

▸ (Admin) Network Policy

▸ primary (default) and secondary UDNs

▸ overlapping pod IPs across UDNs

▸ clusterIP services and external services

Future: support for BGP+EVPN

▸ extend UDN into provider networks
▸ No NAT needed to reach the VM
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Storage



Migrate storage classes for running and stopped VMs.
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Tech Preview

 apiVersion: kubevirt.io/v1
 kind: VirtualMachine
     kubevirt.io/vm: vm-dv
   name: vm-dv
 spec:
+  updateVolumesStrategy: Migration
   dataVolumeTemplates:
   - metadata:
-      name: src-pvc
+      name: dst-dv
      spec:
        storage:
-         storageClassName: ocs-storagecluster-ceph-rbd
+         storageClassName: ocs-storagecluster-ceph-rbd-virtualization
       volumes:
       - dataVolume:
-          name: src-pvc
+          name: dst-dv
         name: datavolumedisk1

Enabling this feature (cluster becomes unsupported): 

https://access.redhat.com/solutions/7089972

Follow progress: 
oc get virtualmachineinstancemigrations -l 

kubevirt.io/volume-update-migration=<vm-name> 

Upstream documentation: 

https://kubevirt.io/user-guide/storage/volume_migration/



Multi-DC deployment options
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Disaster Recovery for VMs with ACM/ODF
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Generally Available

Metro-DR with ODF and ACM

Technology Preview

Regional-DR with ODF and ACM

Note: Synchronous (metro) DR  and Asynchronous DR with Portworx is Generally Available



4 or 5 node 
control plane



4 or 5 Node HA Control-Plane (Bare Metal Only)
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▸ Active-active deployments across two 

locations

▸ Designed for traditional applications like 

OpenShift Virtualization VMs

▸ Enhances resiliency with 2+2 or 3+2 

configurations

▸ Supported on bare metal platform only
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Trade-Offs of Control Plane (etcd) Sizes
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Note: OpenShift doesn’t support 2-node control planes, only for reference
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4-node Control-Plane Quorum Loss Scenarios
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Requirements for quorum recovery
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User with cluster-admin role through a 

Certificate-Based Kubeconfig file

A healthy control-plane node to use as 

recovery host

SSH access to control plane nodes

An existing backup*  directory containing the etcd snapshot 

and the resources for the static pods from the same backup 

snapshot_<datetimestamp>.db 
static_kuberesources_<datetimestamp>.tar.gz

*This requirement goes away in OpenShift 4.18 and a copy will always be available



4 or 5 node Control Plane (bare metal only) 
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Recovery procedure

https://docs.openshift.com/container-platform/4.17/backup_and_restore/control_plane_backup_an

d_restore/disaster_recovery/scenario-2-restoring-cluster-state.html

▸ Assure fencing of the lost data center.

▸ SSH into one of the remaining nodes

▸ Restore database from etcd snapshot (requirements goes away in 4.18)

▸ Add more nodes to the etcd cluster



Automated Recovery with 4-5 Node Control Plane
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● Reduced Complexity Eliminates the 
need to follow a manual recovery 
process

● Improved Efficiency Saves time and 
minimizes human error during disaster 
recovery situations

● Enhanced Support Makes it easier for 
the etcd team to support and test 
disaster recovery workflows

How it works

1. Admin initiates automation on a designated 
recovery host (e.g., via CLI)

2. Required inputs gathered (backup files, 
static pod configs, SSH access details)

3. Recovery steps executed
4. Control plane is restored and fully functional 

with standing nodes
5. Recovered nodes are added to the cluster

Targeted for 4.18



Overcommitment



Resources in Kubernetes
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Recap

In Kubernetes

▸ CPU = compressible resource

･ CPU gets throttled

･ CPU cycles divided based Quality of Service classes

▸ Memory = non-compressible resource 

･ Memory reclaimed by killing containers (soft or hard eviction)

･ Eviction based on Quality of Service Classes

･ eviction might not be an issue for cloud-native workloads

･ Hard: no grace period (default)

･ Soft: eviction-max-pod-grace-period

In OpenShift virtualization, by default:

▸ 1/10th of CPU is reserved (CPU overcommitting by default)

▸ All memory of a VM is reserved

▸ Live migration for soft eviction



Memory Overcommitting options
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▸ Free Page Reporting

･ Enabled by default

･ FPR allows guests to report (release) unused memory back to the hypervisor

･ https://developers.redhat.com/articles/2024/03/13/save-memory-openshift-virtualization-usin

g-free-page-reporting?source=sso#

▸ Enable Kernel Same Page Merging (KSM)

･ allows KVM guests to share identical memory pages

･ only use with trusted workloads.

▸ SWAP using wasp-agent

･ Out of tree agent: https://github.com/openshift-virtualization/wasp-agent

･ facilitates memory overcommitment by assigning swap resources

･ manages pod evictions when nodes are at risk due to high swap I/O traffic or high utilization.

･ Only for Burstable pods

･ Can decrease performance

https://github.com/openshift-virtualization/wasp-agent


VM distribution
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Soft eviction

▸ Migrates VM when nodes are at risk

Descheduler 

▸ Automatic workload balancing using Descheduler

▸ LowNodeUtilization: evicts pods from overutilized nodes when there are any underutilized nodes. The destination node for the 

evicted pod will be determined by the scheduler.

▸ A node is considered underutilized if its usage is below 20% for all thresholds (CPU, memory, and number of pods).

▸ A node is considered overutilized if its usage is above 50% for any of the thresholds (CPU, memory, and number of pods).



Lightspeed



OpenShift Lightspeed
(Technology Preview)

27

Generative AI based chat assistant 

Generative AI
Powerful, pluggable LLMs combined with the 
latest OpenShift documentation

● RHEL AI
● Red Hat OpenShift AI
● OpenAI
● Azure AI
● Watson X

Explain, investigate and learn more
Provides assistance with explaining and investigating cluster 
resources

Help where you need it
Integrated directly into the Red Hat OpenShift web 
console



28



29



30



31



32



Reference 
Materials



Reference material
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red.ht/workswithvirtReference Implementation Guide
https://access.redhat.com/articles/7067871
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Reference material
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Workload Availability Guide
https://docs.redhat.com/en/documentation/workl

oad_availability_for_red_hat_openshift/24.3
Fencing and VM High Availability Guide

https://access.redhat.com/articles/7057929

Disaster recovery guide: 

https://access.redhat.com/articles/7041594

https://docs.redhat.com/en/documentation/workload_availability_for_red_hat_openshift/24.3
https://docs.redhat.com/en/documentation/workload_availability_for_red_hat_openshift/24.3


linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat

Thank you


