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October 13th 2022: 

Verizon moves commercial traffic onto its 5G SA Core

Verizon 5GC is deployed on Red Hat OpenShift

https://www.mobileworldlive.com/featured-content/top-three/verizon-migrates-commercial-traffic-onto-sa-5g-core/
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5G is Enabler Technology
Three Main Use Case Categories for 5G

Enhanced mobile broadband (eMBB)
• Prepaid consumer

• Post-paid consumer

• Fixed wireless access for residential

Massive machine type communications (mMTC)
• Public safety video surveillance

• Self-driving cars

• Critical applications for health

Ultra-reliable, low-latency communication (uRLLC)
• Federal government devices

• Car manufacturers

• Farm conglomerates

• Fixed wireless access for small 

businesses

• Consumer mobile virtual network 

operator (MVNO)

• Industrial automation

• Augmented reality

• Mining companies

• Smart cities

Network slicing requires infrastructure agility and stability
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2020+20142009<2009

Custom hardware Network appliance Private cloud Private and 
public cloud

Monolith
application

Monolith
application

Virtual machines Cloud native

NFV 
2012

5G

NFV Journey - Cloud Native

Service based architecture of 
5G Core, 3GPP  Rel. 15, 2018 



OpenShift in 5G Core
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Service Based Architecture (SBA) of 5G SA Core 

Diagram Source 
UDM     Unified Data Management

PFCP/UDP

GTP-U/UDP

NAS/SCTP

Containers

APIs 

Decoupling

https://medium.com/5g-nr/5g-service-based-architecture-sba-47900b0ded0a
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Service Based Architecture (SBA) of 5G Core  

Diagram Source 
UDM     Unified Data Management

PFCP/UDP

GTP-U/UDP

NAS/SCTP

Kubernetes 
networking (REST):
OVN-K, metalLB

Dataplane 
networking:
SR-IOV with DPDK
(GTP, SCTP, …)

Control-Plane 
networking
OVN-K, MAC-VLAN, 
kernel SR-IOV

https://medium.com/5g-nr/5g-service-based-architecture-sba-47900b0ded0a
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OpenShift for 5G SA Core

Diagram Source 
UDM     Unified Data Management

PFCP/UDP

GTP-U/UDP

NAS/SCTP

Telco features

Automation 

Security

https://medium.com/5g-nr/5g-service-based-architecture-sba-47900b0ded0a
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OpenShift for 5G SA Core - multi-vendor CNF deployment  

Diagram Source 
UDM     Unified Data Management

PFCP/UDP

GTP-U/UDP

NAS/SCTP

https://medium.com/5g-nr/5g-service-based-architecture-sba-47900b0ded0a


OpenShift in Open RAN 



Mobile Network Radio Base Station

Dedicated hardware

Remote Radio Head, RRH Baseband Unit, BBU
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Traditional model
Tight Integration

4G Core

eNodeB (4G)

RAN Evolution: Traditional Model (2/3/4G) 

S1

RRH = Remote radio head
BBU = Baseband unit

RU = Radio unit DU = Distributed unit
CU = Centralized unit

UP = User plane
CP = Control plane

S1 = 4G RAN and EPC interface
NG = Next-generation logical interface

UPF = User Plane Function

(Backhaul)

Proprietary 
Interface
(CPRI)

4G Core

● Tight integration by single RAN vendor @ Cell Site
● Proprietary hardware and software (including platform software)
● Proprietary interface between Radios and Baseband
● Standard interface (Backhaul) towards Core Network
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Key RRH = Remote radio head
BBU = Baseband unit

O-RU = ORAN Radio unit
O-DU = ORAN Distributed unit

O-CU = ORAN Centralized unit
CP = Control plane

UP = User plane

Decouple
hardware

Split
functions

eNodeB and gNodeB

Dedicated hardware

Remote radio head 
(RRH)

Baseband unit 
(BBU)

eNodeB and gNodeB

Radio unit (RU)
CU-UP

CU-CPDistributed unit 
(DU)

White box hardware

Hardware acceleration

General-purpose 
hardware

Hardware acceleration

General-purpose 
hardware

Open RAN Architecture
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Cloud platforms bring orchestration and automation to RAN

Key RU = Radio unit
DU = Distributed unit

CU = Centralized unit
CP = Control plane

UP = User plane

eNodeB and gNodeB

White box hardware

Cloud platform

Radio unit (RU) Distributed unit 
(DU) CU-UP

CU-CP

General-purpose 
hardware

Open RAN cloudification

Hardware acceleration Hardware acceleration
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Mobile Network Radio Base Station
RAN Evolution: Open RAN Model with Containerized RAN Workloads on Container Platform 

RRH = Remote radio head
BBU = Baseband unit

RU = Radio unit DU = Distributed unit
CU = Centralized unit

UP = User plane
CP = Control plane

S1 = 4G RAN and EPC interface
NG = Next-generation logical interface

UPF = User Plane Function
RIC = RAN Intelligent 
Controller

CU (UP)

CU (CP)
DU

Hardware

Hardware acceleration
Hardware

RU

Hardware

Hardware acceleration

Base Software

W1 / F1  (Midhaul)Open Fronthaul

4G or 5G
Core

S1 / NG

(Backhaul)

● Midhaul: Functional Split / Disaggregation per 3GPP
● Open Fronthaul by O-RAN Alliance
● Standard interfaces (Backhaul) towards Core Network(s)
● Three entity model: Radio Unit (RU), Distributed Unit (DU), Centralized Unit (CU, Control and User Planes)
● Cloud Platform to host DU and CU workloads
● Potential for multi RAN vendor model

Lower 
protocol 

layers

Higher 
protocol 

layers

BBU

SMO: Service Management & 
Orchestration + non-Real-Time RIC

near-Real-Time RIC



EdgeFar Edge

(Open) RAN architectures: D-RAN and C-RAN 
Centralized 

Cloud

CU

DUNew RRH

Legacy RRH

eCPRI

FHGW DU

New RRH

Legacy RRH

FHGW

eCPRI

CPRI

CPRI

D-RAN

C-RAN

MEC

RIC

GW

250 us RTT
25 ms RTT

45 ms RTT

CU

MME

AMF

GW

UPF

HSS
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D-RAN = Distributed RAN
C-RAN = Centralized RAN



▸ Available now

▸ Available now

Open RAN computing with OpenShift

16

Central data center

Cluster management and application deployment Kubernetes node 
control

Single node 
edge servers

Low bandwidth or 
disconnected sites.

Regional data centerEdge

▸ Available in now

S W

Site 1

W

Site 2

S

S W

Site 3

Remote worker 
nodes

Environments that are 
space constrained

3 Node
Small footprint with 

high availability

Legend:
S: Supervisor/control nodes 
W: Worker nodes
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Zero Touch Provisioning

Existing 
Infrastructure
Regional Data 
Center

Site 1 - DU Site 2 -  
DU

Site 3 - 
DU

CU 
Pool

ZTP Deployed 
Infrastructure

ZTP - Zero Touch Provisioning
DU - Distributed Unit
CU - Central Unit

GitOps

S

S W

W
S W

W W

DU

▸ Deploy & manage 2000 SNO: Support DU profile delivery with ACM in IPv6 connected and disconnected 
scenarios.

▸ Export hub collected  metrics to external tools: Operations teams can integrate metrics collected from their 
Kubernetes clusters with metrics collected from other IT sources for a holistic view in their preferred tooling.



V0000000

Open horizontal telco cloud - Red Hat OpenShift container platform
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Red Hat OpenShift

RAN Edge
Computing Mobile Core OSS/BSS

Far edge Near edge Centralized data 
centers

Telco service provider workloads

Public
clouds

Regional data 
centers

Consistent operations

Faster time to market

Increased innovation
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Telco Cloud Platform Requirements (RAN and CORE)

Real-Time, Latency and Sync

▸ Time Synchronization

▸ Real-Time Determinism

▸ CPU Affinity and Isolation

▸ Topology Management

▸ Node Feature Discovery

Networking

▸ High Performance Data Plane

▸ Multiple Networking Interfaces

▸ High Throughput

▸ Low Latency

▸ Load Balancer

▸ Acceleration Hardware 

Deployment & Scale

▸ Remote Distributed Deployments

▸ Single node and HA clusters

▸ Field upgradability

▸ Zero-touch-provisioning



Red Hat Telco Ecosystem
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Building Red Hat’s Telco ecosystem

Red Hat
Openshift
platform

CNF vendors (RAN & CORE) System integrators

OEM servers, accelerators, nics

Orchestrator 
service assurance

RU vendor - Open FH

Cloud providers



catalog.redhat.com/
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CNF Certification and Vendor Validation

Red Hat Ecosystem Catalog

https://catalog.redhat.com/


Red Hat is the world’s leading provider of enterprise 

open source software solutions. Award-winning 

support, training, and consulting services make 

Red Hat a trusted adviser to the Fortune 500. 

Thank you


