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Jadynalrace

Many organizations share the same challenge.

Differing skills, roles, A p ﬁ
and responsibilities ‘..L\lh -
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What is Red Hat Ansible Automation Platform? ' ' dynatrace

An integrated solution for the enterprise.

Content creation tools

Ansible content tools

Operational tools

XX Private automation hub
Execution environment builder e Automation controller
|

.@

Automation content navigator — — Automation mesh
Execution

environments
Content Collections Platform operators

: Ansible Lightspeed

Event-Driven Ansible

Business Tools and Analytics

A Automation analytics

& Red Hat Insights

* Ansible Lightspeed with IBM watsonx Code Assistant is available as non-supported technical preview.
https://access.redhat.com/articles/7016058

& RedHat
Ansible Automation
Platform



Advanced Observability with Red Hat & Dynatrace pened while | was having a BBQ over the weekend! Automation, trust

and tools were key to this success.”

I]e went from zero to 12,000 hosts in less than two months. Our roll out
ap

OneAgent deploys — Reinhard Weber, Senior Product Manager
automatically via the w
OneAgent Operator to all '
layers and technologies in udynatrace
your environment
- Monitor, analyze and optimize
;ﬂ o Digital experience D |:| {l} every digital interaction
Real-time auto discovery
Services =] through OneAgent Operator
&F hd injection of Docker and CRI-0
APl Server containers without code or
S Controller Manager - image changes
-, s Scheduler
Control Plane Worker Nods Automatic and continuous
—— deployment of Dynatrace
"t';dﬁi s RED HAT s OI"IE‘.'"".gE‘ﬂT Uperatm to all
—— & QRENSHIFT g 0 L components
Datacenters ) Full integration with
& ¢ | e = /-s' G @ all major cloud platforms
2019 29,341 processes instrumented. 1.5 weeks
Bank 2,116 servers. 3,178 services.
Miean Time to Obsewablhty Speeds 2020 454,190 processes instrumented. 3.5 hours ‘ H‘Ed Hat

Insurer 18,509 servers. 131,073 services.



Problems

Advanced Observability with Red Hat & Dynatrace

Automated problem detection

Precise root cause explained

Prioritized by business impact

Causation - not correlation

No alert storms

Trigger self healing

o www.easytravel.com: User action duration degradation

" Problem 694 detected at 02:03 - 02:29 (was open for 26 minutes). This problem affects real users.

H Affected applications Affected services
1 10

Business impact analysis
An analysis of all affected service calls and impacted real users during the first 36 minutes of
the problem shows the following potential impact.

308 PN\ 433mil
Impacted users (show ‘ Affected service calls

first 100)
“ Show more

1impacted application
73.6 User actions per minute impacted

www.easytravel.com
Web application

User action duration degradation
The current response time (4.49 s) exceeds the auto-detected baseline (118 s) by 279 %

Affected user actions User action

736 /min 2 User actions

Browser Geolecation as

All All All
Comments

No comments posted

fdynatrace

E Affected infrastructure
2

DAvIS ™

analyzed 2,942,317092 dependendies

Root cause
Based on time correlation and analysis of all transactions that use these compenents, this issue
has the following root cause

CheckDestination
Custom service

Deployment Today, 0157 - 02:03
Deployment change

PN 2 Response time degradations Today, 0158 - 0218
BINN 5 vice CheckDestination slow down

Events on:
Service CheckDestination

Analyze code level, database
1 I [ calls, and outgoing requests.

Analyze response time degradation

Metric anomalies detected
Review the metrics which show abnormal or outlying behavior

LA Visual resolution path
ALl Click to see how we figured this out.

ot




The Diagnostics of the Unknowns i.fdynatrace
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The timeline of an incident ./dynatrace

The system is fully operational — Q&

You've fixed it —
The right person is working on it —

You figure out why it’s broken

You notice it's broken
Something breaks —l _‘

Ii:‘ MTTD Ic’ MTTI
':" MTTA
I':', ~ MTTR
i:’ ~ MTRS

MMTD: Mean Time to Detect MTTI: Mean Time to Investigate MTTA: Mean Time to Action MTTR: Mean Time to Repair MTRS: Mean Time to Restore Service

-
& RedHat



Red Hat Event-Driven Ansible & Dynatrace:
Intelligent operations architecture

Davis Al

Causal Al for anomaly detection and —
root cause analysis

T

Problem, Event, or
Predictive analytics (e.g. —”
scale up/down)

AutomationEngine
Create workflows to trigger Ansible
and execute actions

Grail Sends Problem,
Observability, Security, and Business Context, Metadata
data ’

ifdynatrace

Closed-Loop
Remediation

Dynatrace: source to
' intelligently drive Event-Driven <
Ansible

Intelligent Operations \

Event-Driven

Optional message bus layer
for high volume

Ansible Rulebooks — Calling
playbooks or modules

Using rollbacks, config changes, process

Incident

Remediation

T

restarts, and deployments

4/» paloalto

NETWORKS

O PURESTORAGE

Sources Rules Actions




dynatrace

Dynatrace Workflows

fetch events
filter event.provider=="Dynatrace"
Trigger Red Hat Ansible Automation Platform (EDA) UL UGB =M= B A [0
filter event.type VULNERABILITY_STATE_REPORT_EVENT"
filter event.level=="ENTITY"
filter status=="0PEN"

£y Event trigger

event provider=="Dynatrace” AND
event kind=="SECURITY_EVENT" AND._.

A

(=]

"timestamp" : "2823-18-84T11:31:33.33688088802",

“affected_entity.affected_processes.ids": [
"PROCESS_GROUP_INSTANCE-58C2F14754649AB2"

1.

“affected_entity.affected_processes.names”: [
"IIS app pool dotNetBackend_easyTravel_x64"

1.

"affected_entity.id": "PROCESS_GROUP-BASAS52EA262BCHA39",

“affected_entity.management_zones.ids": [
"-B63327984963388183",
"-B3679984692085881223",

forecast_service_load get_owners

Execute a customizable AL/ML task Retrieves entity and extracts ownership
using Davis® analyzers data from it.

M o= ot d W

get_root_cause

Execute a customizable AI/ML task
using Davis® analyzers

get_contact_details

Extracts a list of contact details from
teams that are returned by the.

"5138731785748636866" ,
"2B43874372846588667" ,

"869629484B462936188" ,

“9138632296508575249" ,

"-2465388576568717142"
1.
"affected_entity.management_zones.names": [

“willian",

"pgTestMz",

"Windows" ,

"Dev2Dev Demo 2",

"excemptions test",

"Easytravel”,

“Winda"
1.
"affected_entity.name": "IIS app pool dotNetBackend_easyTravel_x64",
“affected_entity.type": "PROCESS_GROUP",
“affected_entity.vulnerable_component.id": "SOFTWARE_COMPONENT-7821BF62E5644668",
“affected_entity.vulnerable_component.name”: "System.DirectoryServices.Protocols:4.8.41
“affected_entity.vulnerable_component.short_name®: “System.DirectoryServices.Protocols®
"dt.entity.process_group"”: "PROCESS_GROUP-BASASZEA262BCB39",
"event.category”: "VULMERABILITY_MAMAGEMENT",
"event.description": "S5-4868 Credential Exposure state event reported",
"event.group_label": "STATE_REPORT",
Send event data to Red Hat Ansible 7 “avent. kind": "SECURITY_EVENT" .
Automation Platform

"event.level®: “ENTITY",

“event.name" : "Vulnerability historical state report event"”,
"event.provider": "Dynatrace",

create_incident

Create an incident in ServiceNow

get_Impacted_entities

Executes DQL query Send a message Lo a Slack workspace

% o]

[ RN M T S R X

parse_data

w0

Build a custom task running js Code
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Dynatrace Workflows

Trigger Red Hat Ansible Automation Platform (EDA)

O Event trigger

*Dynatrace™ AND
ECURITY_EVENT" ANI

event provik
eventkind

get_owners
omizable AL/ML ta: ownership
analyzers

get_contact_details

®
get_root_cause

omizable AI/ML ta t of contact details from

re returned by the..

notify_owner

®
get_Impacted_entities

Executes DQL query

parse_data

Build a custom task running

send_event

create_incident

lent in Servic

1 etch events
2 | | filter event.kind AVIS_PROBLEM
3 | | summarize value = count(), by:{bin(timestamp, 6@m), alias:timestamp}
4 | | fields timeframe = timeframe(from:timestamp-66m, to:timestamp), metric.key = “problems”, name
5 | | filter name problems

lrecord Executed at: 7/21/2023, '2:54

(@ The forecast was generated using Davis® Analyzers.

i [> Runquery LastSdays v ¢ Hide query

Options

lems", value

ifdynatrace

700.0
600.0
500.0
400.0
300.0
2000
100.0
: Jul17 Jul1s Jutig Jui20 Jul21 ul 22 Jul 23 Jul24 Jutzs
1 timeseries avg(dt.host.dns.query_time), by:{dt.source_entity}
Srecords  Analyzed at: 17/7/2024,10:22:36 (§)
150 ms
100 ms
5@ ms
ams

12:00 11jul 12:00 12 jul

Result time series

= Preview

dt.source_entity =

HOST-273EF88BEFED7C70

HOST-4F13C9755223E53F

12:00

Analysis status +

SUCCESS

SUCCESS

13 jul

12:00 14 jul



Dynatrace Workflows

Trigger Red Hat Ansible Automation Platform (EDA)

forecast_service_load

omizable AL/ML ta:
analyzers

Execute a customizable AI/ML ta
Davis® analyzers

get_Impacted_entities

Executes DQL query

12

O Event trigger

event provider=="Dynatrace” AND
event kind=="SECURITY_EVENT" ANI

get_contact_details

ck workspace

%

Build a custom task running

create_incident

ynatrace

Teams . Cloud Automation Demo  Posts Files Wiki +

Your teams

. Automations

General ’5_\1_\

Cloud Autemation Demo

Security event

Test CA .
A security event has been triggered:
Name Vulnerability historical state report event
Status OPEN
Description 5-12734 Information Exposure state event reported
B Level ENTITY

Details related to the vulnerability:

http is an is a http module for jetty server.

Aff

i versions of this pack: are vulnerable to Information Exp«

Exploiting this vulnerability results in cookies exfiltration and policy

Note:
A cookie header such as: "DISPLAY_LANGUAGE="b; JSESSIONID=13
External 1D

Risk Level LOW
Affected Entities Not available.

ORGECLIPSEJETTY-5426161

Open in Dynatrace




Dynatrace Workflows L dynatrace

Trigger Red Hat Ansible Automation Platform (EDA)

£y Event trigger

event provider=="Dynatrace” AND
event kind=="SECURITY_EVENT" AND._.

A

forecast_service_load get_owners

Execute a customizable AUML task Retrieves entity and extracts ownership > Less com pl ex ]ty

using Davis® analyzers data from it.

> Cloud flexibility

get_root_cause get_contact_detalls Event_DrIven Andble

Execute a customizable AI/ML task Extracts a list of contact details from
using Davis® analyzers teams that are returned by the..

> Generative Al

> Trusted software

@
supply chain

Executes DQL query Send a message Lo a Slack workspace Create an incident in ServiceNow

* o > Expansive ecosystem

parse_data

Build a custom task running js Code

send_event

Send event data to Red Hat Ansible
Automatien Platform




ifdynatrace

Rulebooks connects events with Actions

Dynatrace Events Rulebook - Webhook
Red Hat
Ansible Automation Platform

- name: Listen for events on a webhook
Dashboard Rulebook Activ hosts: all
Rulebook tivations ar SO u r,c e S :
- ansible.eda.webhook:
host: 0.0.0.0
port: 5000

Views

Rule Audit

Rulebook Activations

Name
Resources

rules:
- name: Problem payload Dynatrace for CPU issue
condition: event.payload.problemTitle contains "CPU saturation"
action:
UserAccess 0 Jaites run_job_template:
Users L name: "Remediate CPU saturation issue”
Roles o organization: "Default"

Create name: Problem payload Dynatrace for App Failure rate increase issue
condition: event.payload.problemTitle contains "Failure rate increase"
action:

run_job template:
name: "Remediate Application issue"
organization: "Default"

Projects
Decision Environments

Credentials




Trigger Job Templates

— RedHat
— Ansible Automation
— Platform

Views

Dashboard

Jobs

Schedules

Activity Stream
Werkflow Approvals.

Host Metrics

Resources

Templates
Credentials
Projects
Inventories

Hosts

Access

Organizations
Users

Teams

Administration

Credential Types
Notifications

Management Jobs

Templates

Name 1

Demeo Job Template

Inventory

Credentials

Trigger CPU problem EC2

ifdynatrace

- name: Fix CPU stauration issues
hosts: all
connection: ssh
tasks:
- name: Print Dynatrace ProblemId
debug:
msg: "{{ansible eda.event.payload.eventId}}™
when: ansible eda.event.payload.problemStatus == "OPEN™
name: Post comment to Dynatrace - triggered playbook
shell: "curl -X POST --header "Authorization: Api-Token {{dynatrace_api_token}}' -H 'Content-Type: application/json' -d "{\"message\":
when: ansible_eda.event.payload.problemStatus == "OPEN"
name: Login to OpensShift cluster
command: oc login -u {{openshift_user}} -p {{openshift_pwd}} --insecure-skip-tls-verify {{openshift_api_url}}
when: ansible_eda.event.payload.problemStatus == "OPEN"
name: Set environment variable for easyravel-loadgen deployment config to trigger new rollout
command: oc set env dc/easytravel-loadgen ET_PROBLEMS- ET_BACKEND URL- -n easytravel
when: ansible_eda.event.payload.problemStatus == "OPEN"
name: Sleep for 6@ seconds
wait_for:
delay: 68
timeout: @
when: ansible_eda.event.payload.problemStatus == "OPEN"
name: Roll out latest deployment for easytravel-backend
command: oc rollout latest dc/easytravel-backend -n easytravel
when: ansible eda.event.payload.problemStatus == "OPEN"
name: 5leep for 6@ seconds
wait_for:
delay: &8
timeout: @

when: ansible_eda.event.payload.problemStatus == "OPEN"
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