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Red Hat Ansible Automation Platform
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Differing skills, roles,
and responsibilities

IT opsDevs/DevOps Line of business

Growing number
of use cases

Compute Network Storage Security

Physical Virtual

SecOps
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Network ops

Across multiple domains

Cloud
Multiple platforms

and locations Edge

Many organizations share the same challenge.
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What is Red Hat Ansible Automation Platform?
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An integrated solution for the enterprise.

Content creation tools Operational tools

* Ansible Lightspeed with IBM watsonx Code Assistant is available as non-supported technical preview.

https://access.redhat.com/articles/7016058

Execution 
environments

Business Tools and Analytics

Red Hat Insights Automation analytics

Automation content navigator

Execution environment builder 

Ansible content tools

Ansible Lightspeed 

Content Collections

Automation controller

Platform operators

Private automation hub

Automation mesh

Event-Driven Ansible
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Advanced Observability with Red Hat & Dynatrace

Mean Time to Observability Speeds

29,341 processes instrumented.
2,116 servers. 3,178 services.

2019
Bank

1.5 weeks

454,190 processes instrumented.

18,509 servers. 131,073 services.

2020

Insurer

3.5 hours

“
We went from zero to 12,000 hosts in less than two months. Our roll out 
happened while I was having a BBQ over the weekend! Automation, trust 
and tools were key to this success.”

Reinhard Weber, Senior Product Manager
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Causation - not correlation

No alert storms

Trigger self healing

Prioritized by business impact

Precise root cause explained

Automated problem detection

Advanced Observability with Red Hat & Dynatrace



The Diagnostics of the Unknowns
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The timeline of an incident

MTTIMTTD

MTRS

MTTR

Something breaks

You notice it’s broken

You figure out why it’s broken

You’ve fixed it

The system is fully operational

MTTA

The right person is working on it

MMTD: Mean Time to Detect MTTI: Mean Time to Investigate MTTA: Mean Time to Action MTTR: Mean Time to Repair MTRS: Mean Time to Restore Service



Event-Driven Ansible Incident 
Remediation

Davis AI
Causal AI for anomaly detection and 

root cause analysis

Optional message bus layer 
for high volume

Ansible Rulebooks – Calling 
playbooks or modules

Sources Rules Actions

Red Hat Event-Driven Ansible & Dynatrace: 
Intelligent operations architecture

Dynatrace: source to 
intelligently drive Event-Driven 
Ansible

Using rollbacks, config changes, process 
restarts, and deployments

Closed-Loop 
Remediation

Problem, Event, or 
Predictive analytics (e.g. 

scale up/down)

AutomationEngine
Create workflows to trigger Ansible 

and execute actions

Intelligent Operations

Grail
Observability, Security, and Business 

data

Sends Problem, 
Context, Metadata



Dynatrace Workflows
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Dynatrace Workflows
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Dynatrace Workflows
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Dynatrace Workflows
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Rulebooks connects events with Actions
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Dynatrace Events Rulebook - Webhook 

- name: Listen for events on a webhook
hosts: all
sources:
- ansible.eda.webhook:

host: 0.0.0.0
port: 5000

rules:
- name: Problem payload Dynatrace for CPU issue
condition: event.payload.problemTitle contains "CPU saturation"
action:
run_job_template:
name: "Remediate CPU saturation issue"
organization: "Default"

- name: Problem payload Dynatrace for App Failure rate increase issue
condition: event.payload.problemTitle contains "Failure rate increase"
action:
run_job_template:
name: "Remediate Application issue"
organization: "Default"



Trigger Job Templates
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linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat

Thank you
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