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Native OpenShift Integration
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Native OpenShift Integration

Note: CRD's are global to
K8s cluster. CRs are local

Redis Enterprise to the namespace.
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Introduction to vector embeddings

Lorem ipsum dolor sit amet,

e Used to represent unstructured data consectetur adipiscing elit,
. . . sed do eiusmod tempor
e Alist of floating-point numbers incididunt ut labore et
. . dolore magna aliqua. Ut
e It has fixed size T |
quis nostrud exercitation aNE A /
e Compact and dense data e it "
representation consequat. \
e Produced by feature engineering or

deep learning techniques
e Translates perceived semantic similarity ~sTo1TozTo TosTo3 o0
to the vector space REARES R R it LT




Introduction to vector embeddings

How to create vector embeddings?

Feature Engineering Using models
e Manual creation e Models are trained
e Domain knowledge ® Turn objects into vectors
e Expensive to scale e Dense and high-dimensional
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Introduction to vector embeddings

How to create vector embeddings?

1. Theinputis transformed into a
numerical representation

2. Features are captured by the
network

3. Alayeris extracted, it provides a
dense representation of the features

4. This layer is the embedding and is
feasible for similarity search




Introduction to vector embeddings

sentence _transformers SentenceTransformer

model = SentenceTransformer(

)

embedding = model.encode(

(embedding[:7])




Vector Databases




What is a Vector Database?

e A database that can store vectors
e |t canindex vectors
e |t can search the vector space

e Has throughput requirements

e Itisscalable and highly available
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Redis Enterprise as Vector Database

Redis Enterprise

k I1 01 O‘l [p1loaloslgalaalnaloalos ]
. e 04l02 107 l02 [nalos [oalaol

101001 '12‘1’33 | 2] 6465 [o7 |0z ] an] oo Tas|

Raw file Embedding Model Vector Embeddings




Redis Enterprise as Vector Database

Vector Similarity Search:
[

Vector Similarity Search (VSS) is a key feature of a vector database.
It is the process of finding data points that are similar to a given query
vector in a vector database.

Popular VSS uses include recommendation systems, image and video
search, natural language processing, and anomaly detection.

m

Redis Enterprise RediSearch
Vector Similarity
Search
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Redis Enterprise as Vector Database

Vector Similarity Search focuses on finding out how alike or different
two vectors are. To achieve this in a reliable and measurable way, we
need a specific type of score that can be calculated and compared
objectively. These scores are known as distance metrics.

Euclidean Manhattan Minkowski




Redis Enterprise as Vector Database
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Redis Enterprise as Vector Database

That is a very happy person

That is a happy dog

mmmmm
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Today is a sunny day




Redis Enterprise as Vector Database
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Redis Enterprise as Vector Database

That is a very happy person

Redis Enterprise

That is a happy person

That is a happy dog 0.695

That is a happy dog ' [piloalosToaToaTosTonler I

LN ; 0.943
That is a very happy pexrson

\ :
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Today is a sunny day
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Redis Enterprise as Vector Database

import numpy as np # vector embeddings created from dataset
embeddings = model. (sentences)

from numpy.linalg import norm
from sentence_transformers import SentenceTransformer # query vector embedding
query _embedding = model. (sentence)

# Define the model we want to use (it'll download itself)
model (‘'sentence-transformers/all-MiniLM-L6-v2") # define our distance metric

def (a, b):

sentences = [ return np.dot(a, b)/( €)) (b))

That is a very happy person”,

That is a happy dog", # run semantic similarity search

Today is a sunny day ("Query: That is a happy person")
] for e, s in zip(embeddings, sentences):

(s, " -> similarity score =",

sentence = "That is a happy person (e, query_embedding))

. 0.695
That is a happy dog

: 0.943
That is a very happy pexrson
- 0.257

Today is a sunny day




Redis Enterprise as Vector Database

from redis import Redis
from redis.commands.search.field import VectorField, TagField

def

(redis_conn: Redis, number_of vectors: int, distance_metric: COSINE'):

image_field ("img_vector","FLAT", {
TYPE": "FLOAT32",

DIM": 512,

DISTANCE METRIC": distance _metric,
INITIAL_CAP": number_of vectors,
BLOCK_SIZE": number_of vectors})
redis_conn.fi(). ([image_field])




Redis Enterprise as Vector Database

def {
redis_conn: redis.Redis,
query_vector: t.List[ ],
return_fields: [,
k: 5,
) -> t.List[dic]:
# Prepare the Query
base query = f*=>[KNN {k} @embedding $vector AS vector_score]
query = (
(base_query)
("vector_score")
(0, k)
(“return_fields)

(2)

)

params_dict = {"vector": np. (query_vector, dtype=np.floatc4).
# Vector Search in Redis

results = redis_conn.ft{(INDEX_NAME). (query, params_dict)
return [ (doc) for doc in results.docs]




Redis client libraries

@g




Redis Enterprise as Vector Database

Vector indexing algorithms
Redis Enterprise manages vectors in an index data structure to enable intelligent similarity search that balances search

speed and search quality. Choose from two popular techniques, FLAT (a brute force approach) and HNSW (Hierarchical
Navigable Small World - a faster, and approximate approach).

® Vector search distance metrics
@ Redis Enterprise uses a distance metric to measure the similarity between two vectors. Choose from three popular
metrics — Euclidean, Inner Product, and Cosine Similarity - used to calculate how “close” or “far apart” two vectors are.

O Powerful hybrid filtering

O Take advantage of the full suite of search features available in Redis Enterprise query and search. Enhance your
workflows by combining the power of vector similarity with more traditional numeric, text, and tag filters. Incorporate
O more business logic into queries and simplify client application code.
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https://arxiv.org/abs/1603.09320
https://en.wikipedia.org/wiki/Euclidean_distance
https://en.wikipedia.org/wiki/Inner_product_space
https://en.wikipedia.org/wiki/Cosine_similarity

Redis Enterprise as Vector Database

. Real-time updates
/r_ % Real-time search and recommendation systems generate large volumes of changing data.
New images, text, products, or metadata? Perform updates, insertions, and deletes to the
. J search index seamlessly as your dataset changes overtime. Redis Enterprise reduces costly
impacts of stagnant data.

Vector range queries

Traditional vector search is performed by finding the “top K" most similar vectors. Redis
_|_L|_L|_|_|_°) Enterprise also enables the discovery of relevant content within a predefined similarity

range or threshold for an alternative, and offers a more flexible search experience.




Use cases




Text Semantic Search

Vectorize, store and index your documents

Based on a provided document, | want to get a list of recommendations "you may also want to read...”

—+  [@[o2[os[os[esosTo8] ® Audit the length of your documents: embedding
\ models consider documents up to a number of words
T — E ® Split the documents into chunks if they exceed the
supported length

TR ® Store the original documents and its metadatain a
...... hash or JSON

JSON documents can store and index multiple
Document Vector embedding Storing + Indexing embeddings

Il

Il

Il
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Text Semantic Search

Search your documents

Propose a list of similar documents, books, web pages.

® The current document has already a vector
embedding associated

®* The embedding is compared to the rest of vector =
embeddings with VSS —

® ltis possible to specify the number of results % e (1 5 1 R =

® ltis also possible to perform hybrid search with Enterprise =
metadata such and search for recent documents, =
stock ava”able’ categories and more Document Vector embedding Vector Similarity Search Similar documents

® You can filter the results by the similarity score
using VSS range search

‘ & RedHat



Visual Search

Vectorize, store and index your documents

Based on a provided image, | want to get a list of similar images “check products similar to..."

® Convert the images to the vector embedding using a
suitable model (Resnet, Densenet...)
= ® Store the embedding together with metadata, images
— are usually in the file system
® You can choose between storing the embeddings in
hash or JSON documents.
JSON documents can store and index multiple
embeddings

? — |o09]0.1|0.2f0.1]05[03]09]

— |0.2|0.5]0.3[0.4|0.6]/0.2]0.2]
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Visual Search

Search your images

Propose a list of similar products, faces, pictures in general.

* Documents store metadata and the embedding for the
image

* The embeddingis compared to the rest of vector
embeddings with VSS

* |tis possible to specify the number of results

* |tisalso possible to perform hybrid search with
metadata such and search for recent documents, stock
available, categories and more Test image Vector embedding Vector Similarity Search ~ Similar images

* You can filter the results by the similarity score using
VSS range search
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Large Language Models - LLM

Motivation

Fine Tuning

Teach the model from your data
Higher task-specific performance
Resolves prompts size limitations
Higher accuracy than RAG

Fresh knowledge needs retraining

Retrieval Augmented Generation

Incorporate external knowledge sources
via retrieval

Extend the LLM with your knowledge
Works with your latest data

Prompt engineering is crucial

Manages fresh knowledge immediately

&S redis ‘ & RedHat



Large Language Models - LLM

Context retrieval for Retrieval Augmented Generation (RAG)

|[__-=

Store
Embeddings
—_—

Wikipedia Articles

ENTERPRISE

Ewh;:h country won the most gold medals E

Eat the 2020 Summer Olympics?

TopK Relevant "Contexts" { H

_.{:

.............................................

\Given the context below, answer the |
\

‘following question. If you don't
tknow the answer, just say you don't |
' h

{Question:

SWhlch country won the most gold
imedals at the 2020 Summer Olympics?

I |

'
iContext:

Pairing Redis Enterprise with
Large Language Models (LLM)
such as OpenAl's ChatGPT, you
can give the LLM access to
external contextual knowledge.
®* Enables more accurate
answers and prevents model
‘hallucinations’.
® AnLLM combines text
fragments in a (most often)
semantically correct way.

&S redis ‘ & RedHat




Large Language Models - LLM

LLM Conversion Memory

A

A
88

AT

4. Embed Conversation
History

— 3

3. Get Al
Response

2. Find TopK Relevant "Memories”
Application

5. Store Embeddings a

ENTERPRISE

The ideais to improve the model

quality and personalization

through an adaptive memory.

® Persist all conversation history
(memories) as embeddings in
a vector database.

® A conversational agent checks
for relevant memories to aid
or personalize the LLM
behaviour.

® Allows users to change topics
without misunderstandings
seamlessly.
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Large Language Models - LLM

Semantic caching

expensive, it helps to reduce the

8 Because LLM completions are
: overall costs of the ML-powered

Return Cached

Response Tell me a fun joke? applICatIOn.

® Use vector database to cache
input prompts

® Cache hits evaluated by
semantic similarity

y

Check Semantic

Cache
— Application «— >

ENTERPRISE

Invoke LLM API|

3
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Retrieval Augmented Generation

Choose your domain and prepare your data

Connecting your data is not easy, but Redis comes to the rescue. But before starting, you should answer
a few questions.

Who is the target of your service, what data can you offer?

What LLM do you plan to use, local or as-a-service? 100%
OpenAl

Llama 90%
Bard

Vicuna 80%
What embedding model are you planning to adopt?

HuggingFace 70%
OpenAl

Cohere 60%

Planning to use a framework (LangChain, Llamalndex...)?

Are you storing and sending the context on every interaction?  50%
Planning to setup a semantic cache or a conversation

memory?

100%
93%
76|‘:"":‘,|
: .

LLaMA-13B Alpaca-13B Vicuna-13B Bard ChatGPT

Relative Response Quality Assessed by GPT-4* (Vicuna)
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https://lmsys.org/blog/2023-03-30-vicuna/

Retrieval Augmented Generation

Choose your domain and prepare your data

Generation. Chat with your data.

When your data is loaded, indexed and you have completed the integration of your Recommend three
codebase with the chosen LLM, when the user asks a question the following dailiovice
happen: v

Generate embedding

® The question in natural language is turned into an embedding

® Using VSS and based on the question, related content is retrieved from Redis *.
Enterprise 3. The prompt is built based on the results ®a

® The promptis sent to the LLM and the response is returned to the user VSS with Redis Enterprise

Additionally: Build prompt

y
Chat with the LLM

®  You may cache the response in Redis Enterprise
®  You can store the context in Redis Enterprise and reuse it in a conversation
®  You can create complex logic against your entire data set using function calling

Return the response
and cache it

&S redis ‘ & RedHat



https://platform.openai.com/docs/guides/gpt/function-calling
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So, why Redis Enterprise?




Benefits to Customers:

Why Redis Enterprise?

Service Layer

Certified to interoperate with
Red Hat OpenShift,
following best practices for
Kubernetes and
containerization, and
portability across clouds.

Zero Latency Proxy

{> Cluster Manager
{> Rest API

Enterprise Layer <}~

Simple to transact, manage
and control enterprise RED HAT
software with one bill from SEREERES
IBM through the Red Hat
Marketplace and automated
deployment to any cloud.

Open Source Layer <}




Why Redis Enterprise?
Benefits to Customers: - Redis Enterprise Software

» Certified to interoperate with By Redis Labs
Red Hat OpenShift,

following best practices for
Kubernetes and in the world. Combine your caching layer with a real-time database to provide instantaneous access to

Free trial

A real-time data platform with high performance caching. The best version of the most loved database

containerization, and APl responses, session data, and DBMS data.
portability across clouds.

&

Software version Runs on Delivery method Rating Certified enterprise ready

. Simple to transact, manage 6.2 OpenShift 4.6+ Operator * % % & ¥ 109 reviews & About certification

and control enterprise

software with one bill from

IBM through the Red Hat Overview Documentation Pricing Help
Marketplace and automated
deployment to any cloud.

A robust, in-memory database platform built by the same people who develop open source Redis. It maintains the simplicity and
high performance of Redis and adds many enterprise-grade capabilities for companies running their business in the cloud, on-prem
and hybrid models. Redis Enterprise provides customers real-time performance with linear scaling to hundreds of millions of
operations per second while providing local latency in a global Active-Active deployment with 99.999% uptime.
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Why Redis Enterprise?

Native OpenShift Integration

You already have it

Simple and efficient

Highly performant

Highly scalable

One solution for vectorizing, indexing, searching
and caching

It's the only database that doesn’'t need a cache
Runs everywhere

Redis Enterprise




Red Hat .
Summit

Connect

Q&A?




Red Hat .
Summit

Connect

Thank you




