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Our mission

We deliver answers
and intelligent

automation from data.

Dynatrace: Who we are

&

Our purpose

To enable flawless and
secure digital interactions.

Our vision

A world where software
works perfectly.

B o |




There Is an Alternative Approach ...

DIY / Multi-Tool approach
Siloed, Disconnected, Blind Spots, Ineffective and Costly

Problem Triage AppSec

A\ \Y

Forensics

API
AlOps
Lo
Traces g
Dashboards
Cloud
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1 J Automations
Legacy (NS0 =~
Infrastructure
(duct tape
represents _
people) Analytics (devices
represent
tools)
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Automated Platform Approach
Unified, Collaborative, Cost Effective, Efficient

Extend coverage with
automated discovery and
configuration

Enhance collaboration with
AlOps-delivered Answers
and root cause identification

Minimize disruptions with
Automated Resolutions

Deliver healthy digital
experiences and happy
customers with End-to-End
Observability and Security
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How we do it

4\./' Unified platform

4

key
differentiators

4

Fully automated

Powered by Al

&
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ifdynatrace

CLOUD DONE RIGHT.

Analytics, AI, and Automation for Unified Observability and Security
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Infrastructure Application Digital Log Application Threat Software
Observability Observability Experience Analytics Security Observability Delivery
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RAITEC Motivation

Find bugs in Performance Load and regression
Development optimization testing

Release validation

RELEASE
VALITATION
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Monitoring Dev and Ops
and alerting uses the same tools
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RAITEC

Facts & Figures

Provides services such as the banking core system

~ 30.000 Clients

~ 4.500 Server

Cloud broker

Complex stakeholder structure

Services

Platform deployment

Monitoring and alerting
Maintenance

3rd party software implementation
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The Journey

Installation of first Red
Hat OpenShift cluster
v3.x with Red Hat Ansible
Automation Platform

Evaluation of
microservices and
container platforms

Q3/2016
° ®
Q1/2016

Monitoring first services

Q2/2017

|

o

Installation of Dynatrace

Start of development of
microservices

Managed / OneAgent with
Automation Platform

Update to OpenShift 4.x with
Automation Platform and
deployment of OneAgent

with Operators

Q4/2017 Q3/2024

GA of retail banking
‘Mein Elba"

Real User Monitoring
(RUM)

www.raitec.at
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Key Challenges

Root-cause anal\/5|s Paradigm shift

This pictures where created with DALL-E

RAITEC » www.raitec.at




Customer 2 Customer 4
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Microservice interaction [Customer1] [CustomerB]
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Cohort 2 Cohort 1 Cohort 2
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Automated dependency detection

O Applications
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Al root cause analysis

Problem
* Appointment booking via retail banking was not working.

Classic solution approach

» Examined application log files.
* Analyzed OS log files.

* Investigated network traces.

« Monitored infrastructure.

New solution approach using Dynatrace
* Installed Dynatrace for unified monitoring.
» Teams accessed the same, real-time data.
* |dentified the root cause within 5 minutes.

RAITEC » www.raitec.at




Al root cause analysis

| https://graph.microsoft.com/v1.0/users_calendar/events

Topology
Service
Service type Web request service

= 2 - 4 : | ervic e YoV W request serv
ar i Cros bt COWV,‘o‘,JSEFS,—,ca'E Service main technology Web request service

o public networks

raph.microsoft com/v1.0/users [N -  Client-side metadata

D1

URI
HTTP method
Response status 429 - Too Many Requests
Total number
of requests v quests
1.04k
/min
HTTP method GET
Response status 429 - Too Many Requests

RAITEC » www.raitec.at




Al root cause analysis

Problem

* Service became unresponsive every 5 minutes, causing short outages for users.

Classic solution approach

* Reviewed application server logs.
» Analyzed client-side logs.

» Spent two days troubleshooting without success.

New solution approach using Dynatrace

» Deployed Dynatrace for unified monitoring.

» Pinpointed the root cause in less than 10 minutes.
 (Confirmed that the application server was not the issue.

RAITEC » www.raitec.at



A 11 services: Multiple service problems

> Problem P-2412927 detected at Dec 6 15:25 - Dec 6 15:49 (was open for 24 minutes).

Affected infrastructure E Affected SLOs

H Affected applications Affected services
- M

Business impact analysis

Davis observed the following number of service calls and affected real users during the first 30 minutes of the problem timeframe.

0® -/ PN\ 14M

[ O .
M affected users ‘ affected service calls

10 impacted services

3.56k+ Requests per minute impacted

Response time degradation
The current response time (~289.18 ms) exceeds the auto-detected baseline (~59.05 ms) by 389.77 %.
Service metho_ has a slowdown.

Affected requests: Service m
30.8 /min

Response time degradation

The current res (~230.04 ms) exceeds the auto-detected baseline (~57.42 ms) by 300.63 %.
Service method| has a slowdown.

Affected requests: Service method
94.4 /min

Response time degradation
The current response time (~190.61 ms) exceeds the auto-detected baseline (~61.57 ms) by 209.58 %.
Service method| has a slowdown.

Affected requests: Service method
103 /min

Failure rate increase

The error rate increased to 10.76 %.
Service method| has a failure rate increase.

Affected renuests Service method

Based on our dependency analysis all incidents have the same root cause

?
|
- .
18 Service response time degradation events
Events on:
Servic
I I I [ See how response times vary across requests during the selected period.
|
Metric anomalies detected

Show 2 more

v

Visual resolution path

www.raitec.at
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problem timeframe. Based on our dependency analysis all incidents have the same root cause

- I

Database

18 Service response time degradation events
The current response time (~13.25 ms) exceeds the auto-detected baseline (~4.28 ms) by 209.94 %_Service method Insert into_ has aslo...

Events on:
Servic

i I I I [ See how response times vary across requests during the selected period. Analyze outliers

Metric anomalies detected

Review the metrics which show abnormal or outlying behavior.

Show 2 more

v

Visual resolution path
Click to see how we figured this out.




Red Hat Ansible Automation Platform

Zero-touch Application : :
PP Reporting Collaboration
deployment deployment
« Fully integrated into  Order software from * Installation details * 8departments
the order process the store T involved
« Template usage and
 Eliminates manual  Install during job status « 20 Ansible
tasks entirely maintenance window . Automation Platform
* Server inventory
. . teams
« New server in under « Store parametersin a
20 minutes - from local Git repository

order to completion

RAITEC » www.raitec.at



Outlook

RAITEC » www.raitec.at




Automated Problem Remediation




HOW MANY APPS CAN YOU MANAGE?

Traditional Operations

Effort 4

Unmanageable size |

NoOps

» Size




AUTOMATED PROBLEM REMEDIATION

Root Cause
|dentification \

Automatically provide high

fidelity root cause and

configuration item (CI) data with

Dynatrace problem events Problem

Remediation

Automatically trigger remediation
scripts to resolve common
application problems

|

Problem Recovery
Automatically log remediation
activities, validate recovery,
and communicate status

B o |




Correlation vs Causation

B o |



DAVIS Al — Industry’s First hypermodal Al

Productivity & Recommendations

Deterministic
‘ Ideation, research and creation

P { : ecOps, Root-Cause

Causal Al

®|~| Dashboard

Natural Language
data access ”ﬂ Generation

Automation Onboarding,
recommendations how-to guides

] Ofo Topology Trace Causal
ad Forecasting Traversal Traversal = Ranking

@ Anomaly Domain _ £ Anomaly

Prediction Context Detection

Machine i Statistical @j Smartscape ' Semantic
Learning Methods o in Context ‘ Dictionary

Context Editing PII & GDPR

4 = A % B & Grail™ ;
et DS ke Large Language Models

Topology Traces Metrics Logs Behavior Code Metadata




DAVIS Al — Industry’s First hypermodal Al

:“ Forecasting

Anomaly
Prediction
Machine Statistical
‘ @% Learning Methods
R 4




DAVIS Al — Industry’s First hypermodal Al

G

Topology

Causal Al
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https://www.youtube.com/watch?v=lJNVc-xaLfM

DAVIS Al — Industry’s First hypermodal Al

CoPilot™

Natural Language [®[~| Dashboard
Nnln

data access dl Generation

,» Automation Onboarding,
recommendations how-to guides

| Context Editing PII & GDPR




DAVIS Al — Industry’s First hypermodal Al

Productivity & Recommendations

Deterministic
‘ Ideation, research and creation

P { : ecOps, Root-Cause

Causal Al

®|~| Dashboard

Natural Language
data access ”ﬂ Generation

Automation Onboarding,
recommendations how-to guides

] Ofo Topology Trace Causal
ad Forecasting Traversal Traversal = Ranking

@ Anomaly Domain _ £ Anomaly

Prediction Context Detection

Machine i Statistical @j Smartscape ' Semantic
Learning Methods o in Context ‘ Dictionary

Context Editing PII & GDPR
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SOLUTION ARCHITECTURE FOR JVM RESTART

1 Dynatrace, using OneAgent, ’ 2 Dynatrace sends Problem
O detects Problem Open notification —
R g ', @
Dynatrace recognizes
, improvement; closes Problem

7 Dynatrace sends Problem
Resolved notification
A

Dynatrace triggers job in Red Hat

Ansible Automation Platform

Dynatrace Problem comments
updated with remediation activity

Run health check on service
Restarts Tomcat JVM % A

N>,
e

e

B o |




SOLUTION ARCHITECTURE FOR PROCESS RESTART

*7 Remediation notifications ——

Problem notifications —p | T < Incident notifications
Dynatrace, using OneAgent, |_

detects Problem

—
E Dynatrace sends clearing.

Now closes incident.

- Y __/
PYnatrace ret.coglgnizes " al 5 Dynatrace sends problem
Improvement, closes probiem y notification; Incident created

Dynatrace problem comments updated with incident #

Disables F5
pool node Dynatrace Problem comments
. updated with remediation activity ServiceNow triggers job in Red Hat
Restarts Ansible Automation Platform
D <4+—— Remediation status notifications (Started, Completed) —

A

Enables F5 pool
node

¢
|— Remediation notifications

B o |




Attacks ) A-QGLGWX

2 JNDI injection attack details

A-QGLGWX: SpringBoot -

rd-p rvice-"

Attack detection & IP blocking

SpringBoot org dynatrace ssriservice Application unguard-

Nt detected A Vulnerability

improper input validation at IndilManagerlookup()128
Exploited
None within range

[

Timestamp
Apr2112:45

Source IP
19536230251

© @ @

= Dynatrace detects vulnerabilities & attacks

A Add to allowlist X Block attack

Attack path

Timestamp: Apr 2112:45
Attacks

Source IP Entry point Vulnerability
Attacks
Qverview of all attacks to your environment in real time. ®

3 | Improper input H }

-
L)
wvalidation -
195.86.230.231 I IndiManagerlookupl) i-099de765ee2fe20f7
A 488 x Qs 4 Qa8

Monitoring =
¥ Attacks exploited

Global atta

Target

v Attacks blocked ¥ Attacks allowlisted

rol

Entry point A Vulnerability
Attack source locations Attacks over time &

Wovamace Ws-0mue J e ABxploitediss  x Blocked:0 A Allowlisted: 0 HITP gath Name
/ Improper input validation at IndiManageriookup(:128
Enry po functon

Cads location
5 javax.servlet.Servl pper. g alues(String org.apache. logging. logdj . core.net. IndiManager. lockup (String) :128
3 Payieac Vnerabs functon
.3 : wrl javax.naming.InitizlContext.lookup(String)
- Sijnde: b d-b3d Jogishel i ddd-b3ck
s B} Impropery vaidates s
. @ Higpiighted tox incicszes any usercomrolied it
)
; 1dap: /7 )] b3d6- dns.logdshell 4ddd-
°
00 w0 no0 g 200 o 0200 200
o Exploited M Blocked W11 Allowistd

 Filtered by.
48 attacks detected

) Pubicinternst axposurs 4 Reachasle

Astacke Entry soint SeurcslP ¢ Location Tme Suatuz Timestamo v Detais

A-2L¥97P: javax serviet ServietRequestWrapper getParam... ST s & INDiinjection A Exploited Apra11zas v

PG: SpringBoot ice Application unguard-p b

A-QGLGWX: javax servlet ServietRequestWrapper.getPara.. ; 19586230231 & INDiinjection A Exploited Apra112:4s v

PG: SpringBoot Application unguard-prox..

A-2MSBTS: java s i estw Para.. A ) i

sz; ;i'\;éo Y et ServietReque: (.‘Q e fel ay Faage 36167023 United States <> Command injection A Exploited Apra112is v

ASSQUAIY. Jaunx serviat SerylsiftaquestVrappecastin 3 Juse/2/vi0 62179239135  The Netheriands O sQL injection A Explcited Apr2110:48 v

PG: SpringBoot =

ax serviet ServietRequestWrappergetPara... - . c
fi 1514234115  lah <> Command injection Exploited 2110014
PG: SpringBaot réservice Application unzuzrd oA ey A e 4
A-4489ZK: javax serviet ServietRequestWrappergetParam... < »
4 106203.123.208  Ind JNDl injection A Explaited 2109:04
PG: SpringBoat ice Appication unguard-p dic = fec ™.

RAITEC N
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Attack detection & IP blocking

= Dynatrace detects vulnerabilities & attacks

Attacks

Overview of all attacks to

ur environment in real time.

A 483

s exploited

Attack source locations @

Wovamacs Ws-oaak @ <aads

48 attacks detected

§ Public internst exposure < Reachable data mets

Astack

A-QGLGWX: java:
 dynatrace ssriservice.

PG: SpringBox

S8TS:

Entry soint

fmage

fuser/2/vio

mage

>

»

Attacks over time @

A Exploited: ¢3

Seurce IP

19556230231

19536230231

96167023

62179239135

106203123208

Location

United States

United States

United States

The Netherlands

tealy

India

X Blocked: 0

4 Qs

¥ Attacks allowlisted

A Aliowlisted: 0

M Bgloted 1 Bocked

Type Stz

& INDiinjection A Exploites

& INDiinjection A Exploited

<> Command injection A Exploited

0 SQL injection

<> Command injection A Exploited

& IND injection

A Bxploites

Timestamp v

Apr2112:45

Apr2112:45

Apr2112:15

Apr2110:44

Apr2110:14

Apr2109:4¢

i w00 w50 no0 7aor 0200 0690 o%00 1200

Detaiis

Attack path
Timestamp: Apr 2112:45

Source IP

&

195.56.230.231

None within range

A

g X

Entry point

*f

= Automatic trigger of Red Hat Ansible

Automation Platform job to block attacker IP

on firewall

RAITEC &g

X IT Services
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Drop by and win some Apple AirPods Max!
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