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AWS and Red Hat Partnership Helps Customers Meet Digital Needs

Red Hat and AWS are
industry leaders with

Through collaborative
engineering activities,

Consistent,
enterprise-grade

extensive experience
in IT infrastructure,
hybrid cloud, digital
transformation, and
open source
innovation.

they offer integrated,
certified solutions to
meet modern, digital
business needs.

platforms with
advanced security and
management features
help organizations build
IT infrastructure that
supports their business
efficiently and
cost-effectively and
adapts on their

cnbhadila
SeReaute:

“Given that Red Hat is the world’s leading provider of open-source solutions, our enterprise
customers have been passionate about seamlessly running Red Hat Enterprise Linux and various
other Red Hat solutions on AWS.”

Andy Jassy | CEO, Amazon

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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AWS + Red Hat partnership

ROSA Local Zones
ROSA Outpost
N RHODS/RHOAK
Red Hat & AWS Partnership Begins Red Hat joins the APN Customer Advanced Cluster Security
| Engagements (ACE) Programf Ansible |
Red Hat Red Hat Enterprise Microsoft SRSy
Enterprise Linux expands its Red Hat Enterprise Linux
Linux on AWS  availability to AWS on AWS was announced
Red Hat JBoss
Middleware on  RHEL for SAP g RIS Red Hat OpenShift
AWS HANA expands LU T Service on AWS
its availability to SCllifes G(Eet (ROSA) is
AWS its availability to y ‘labl
AWS generally available

AWS Partner Ready for RHEL
on AWS on AWS Outpost was
announced to support Open

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Modernization: Happening now - and fast

500 million

new apps in the
next 3-4 years

aW57 © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved



Modernization: Happening now - and fast

500 m|"|0n Total apps developed

new apps in the > in the last 40 years
next 3-4 years

In the next few years, organizations will build over 500M new apps -
more than the number developed in the previous 40 years combined

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved
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Moving to Kubernetes
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Moving to the cloud

Modernization Journey
Moving from Monolithic
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Containers are awesome for
modern applications.

Store container

Runtime

Run container

Amazon Elastic
Container Registry . Compute

&

Application code Build Container U THE
| & =
Staticfiles Container Container Container '
image image image
@ f-"“ "' l|||naL|1 jlf |
Code package "Containers" by s volenszki is licensed under CC BY-NC 2.0

&

Operating system
packages

adWws
~—
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https://www.flickr.com/photos/21204656@N05/2218589271
https://www.flickr.com/photos/21204656@N05
https://creativecommons.org/licenses/by-nc/2.0/?ref=ccsearch&atype=rich

Why machine learning with containers?

Packages

« Training code
» Dependencies
» Configurations

Keras scikit-lea

m

Horovod
pandas

NumPy
Open TensorFlow

SciPy MPI container

image ML environments that are
others  Python * Lightweight
+ * Portable
Your training « Scalable
scripts « Consistent

CuBLAS
NCCL
CUDA toolkit

NVIDIA drivers

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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{%é Components of

Infrastructure as modern architecture

code

aws, © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved



“Always be wary of any —
helpful item that weighs s
less than its operating
manual.”

- Sir Terry Pratchett, Author

CAA)

© 2022, Amazon Web Services, |
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The containers landscape is vast & complicated

"There is no shortage of amazing ii
-tools in container world, but there is

no guide for how to pull all the tools
together. “ --




AWS container computing services landscape

Application platform

. AWS App AWS Amazon
Acce_lera_te and standardize . Runner Bt CloudWatch
application management T .
! , : Amazon Managed
@D EKS Blueprints AR Ry Service for Prometheus

Amazon Elastic
Container

Service
(Amazon ECS)

Amazon Elastic
Kubernetes

Service
(Amazon EKS)

Containers orchestration

Deployment, scheduling, and
scaling, containerized applications

Amazon Elastic Container Registry

Containers infrastructure (Amazon ECR) Amazon VPC
_ _ Lattice
Registry, networking, CI/CD AWS Code* (Software defined
B Services application netwaorking)

Amazon Elastic

Compute Cloud
(Amazon EC2)

Compute AWS Fargate

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
N1



Container orchestration: ECS, EKS, and ROSA

ECS EKS
Powerful simplicity Open flexibility

AWS-opinionated way to AWS-optimized managed upstream
run containers at scale Kubernetes with four supported versions
Reduce decisions without sacrificing Build your custom platform for compliance
scale or features and security, with AWS services and

community solutions

Reduce time to build, deploy, and
migrate applications Accelerate your containerization and
modernization with canonical patterns using
AWS Blueprints

adws
~—

© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

ROSA

Turn-key Platform

Integrated Kubernetes based application
platform with built-in CI/CD, monitoring, and
developer tools.

Continue with existing OpenShift skills and
processes from on-prem environments to the
cloud

Accelerate application migration and
modernization by re-hosting, re-platforming,
or re-factoring workloads



Delta Airlines running Wi-Fi on 600+ planes using Red Hat OpenShift
Service on AWS (ROSA)

“...That entire chassis, that entire
user experience is built on the
cloud in a native way on ROSA. A
real example of business value,
business benefit, speed to
market with security, with
portability, with scalability,
resilience, all of those things
that we need as technologists.

144

- Rahul Samant, %e({ t OpenShift on AWS, asigiiEs

Executive Vice President and Chief
Information Officer, Delta Air Lines

View video. Timestamp ~ 48.00

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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https://www.ibm.com/events/think/hybrid-cloud-and-ai/

What is Red Hat OpenShift?

KUBERNETES-BASED APPLICATION PLATFORM

Manage workloads Build cloud-native apps Developer productivity
OpenShift [
container
platform Service mesh | Serverless Databases | Languages Developer CLI | VS code
Builds | CI/CD pipelines Runtimes | Integration Extensions | IDE plugins
g g
Full-stack logging Business automation CodeReady workspaces
Chargeback 100+ ISV services CodeReady containers
OpenShift
Kubernetes
engine
Red Hat Enterprise Linux & Red Hat Enterprise Linux Core0S
dWs © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved. Phy5ica| Virtual Public cloud ManBQEd cloud Edge

N1



Red Hat OpenShift Service on AWS (ROSA)

« Red Hat OpenShift Service on AWS (ROSA) provides a
managed OpenShift experience integrated with AWS

« Red Hat OpenShift is a turnkey containerized application
platform built on Kubernetes, with runtimes, developer
tools, CI/CD, and monitoring built in



Accelerate migration to the cloud with
integrated AWS services

| Application development and monitoring

Amazon Amazon Amazon Amazon AWS Amazon Amazon
DynamoDB RDS Aurora APl Gateway CodeCommit EventBridge CloudWatch

—————— e P — —— - — = —

AWS Controllers for Kubernetes (ACK) is an open-source project built by AWS, which lets
ROS A you define and use AWS service resources directly from Kubernetes

-------------------------- > Amazon EC2 Amazon EBS Amazon EFS Amazon FSx Elastic Load Amazon VPC Amazon AWS
Balancing (ELB) Route 53 PrivateLink

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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ROSA: Batteries included but swappable

OpenShift Service Mesh with Istio to connect, ? OpenShift GitOps vyith ArgoCF) to enable declarative
secure, and observe services GitOps-based continuous delivery

K. OpenShift Serverless with Knative to enable hybrid Application-level observability for developers to build
serverless, Faas, and event-driven architectures and manage their apps

Z Log management of infrastructure, application, and

OpenShift builds with Shipwright to build images
audit logs + forwarding capabilities

-
from code using S2I + others and integrate with —
GitHub Actions |

Yéw OpenShift Pipelines with Tekton to provide

Cost management visibility, mapping, and modeling
Kubernetes-native CI/CD pipelines

across hybrid infrastructure in order to stay on budget

Kubernetes Cluster Services

Install | Over-the-air updates | Networking | Ingress | Storage | Monitoring | Log forwarding | Registry | Authorization | Containers | Operators | Helm

Kubernetes

&, Red Hat

L | n ux Enterprise Linux

CoreOS

adws
~—
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Benefits of ROSA turnkey application platform

Developers

Fully managed clusters in
minutes to build, deploy, and
run applications using built-in
developer Ul that abstracts the
complexity of Kubernetes

Collaborate across teams via
shared projects

© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

AN

Administrators

Standardized and streamlined
operations across on-premises
and AWS environments

Built-in monitoring, logging,
and netwaorking

Choose platform version
upgrade as required for the
business

\/ .

Business leaders

Consolidated billing and cost
management across the business

Consumption-based pricing for
surge and R&D usage

24/7 full-stack management and
support

Financially backed 99.95% SLA



Move from 24/7 operations to 9x5 innovation

)
=2 9x5 innovation

Customer sets up monitoring, alerting Simplify operations so your teams can
refocus on innovation, not managing

Customer responds to alerts infrastructure

Customer runs upgrades and Accelerate time to value

maintenance
Quickly build, deploy, and manage

Customer integrates and validates applications that scale as needed
components
aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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ROSA private cluster architecture example

ROSA cluster

0 S| DR T I
1 Availability Zone 1 : : Availability Zone 2 ! : Availability Zone 2 !
| 1 1 1
I L T T
' Bgall Private subnet . ! Bl Private subnet ! Bgall Private subnet :
| | |
: i} ) .
I T T r il
1 1
@ : : OpenShift oolntrol plane (API server, etcd, controller mar'gager, scheduler) I :
: : ETTTTRg :: ETTTTRg :: ETTTTNg : : AWS PrivateLink
Hosted zone ! M5 E i M5 E i M5 E : :
: 1 o :: e I: e (I
a0 | M5 instance ¥ M5 instance i M5 instance -
I:]:‘)u i [ 1] 1
o bl e e T 1 T-
e e I I e e i -4 -
Internal load T | I -
balancer : : Open‘_lr:hift infrastructure nodes (registry, router, :monitoring) : : Amazon Route 53
| |
: 1 ITRRN :I 11 :I 1111 : :
1 ] o I ] o I - o
:I 4R5 E Iy 4 R5 E 1 4 R5 [ l:
‘ | : -IIIII- :: -IIIII- :: -IIIII- : :
: : RS instance T RS instance i RS instance i
APl load R e - e -+ S i
balancer e T 1 & B T - ———-——————— &
Lo : | OpensShift worker nodes : | : ;
> (I 1 [ 1
[ [ L_I I |-—| 1T
| | 11
1 I
[ 1 1 1
Ll o o7t Lo Instances 1 Instances i Instances L
balancer 1T I : b
__________________________ a€T ., =
1 (] 1 1
1 I 1 1
! L : ! X Amazon 53
i - '
R e e, i o g o oo oo o1

adws
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ROSA - Joint offering from AWS & Red Hat

WHO'’S RESPONSIBLE FOR WHAT?

On premises ; Cloud
OpenShift Container Platform E OpenShift Container Platform Red Hat OpenShift Service on AWS
(ocp) : (OCP) on AWS (ROSA)*
Control plane Customer E Customer RedHat
Compute Customer : Customer RedHat
Data plane Customer E Customer RedHat
.......................................................................................................................................................... OO B
Support RedHat | RedHat RedHat aws*
Billing Red Hat E Red Hat aws
Fully managed

*AWS Business Support Plan required

adws
~—

© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Red Hat OpenShift Service on AWS - Summary

« Focus on innovation to add value to your business

Red Hat Openshift » Lower costs by increasing resource utilization

Service on AWS
Fully managed Red Hat®
OpenShift® service on AWS [N

- Reduce operational overhead
* Increase scaling capabilities

* Increase security and compliance

- No need to re-architect existing applications

- Helps to accelerate your cloud migration journey

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
N



Amazon EKS vs. ROSA is a build vs. buy decision

Typical EKS customer

Platform team

adws
~—

Has willingness to build/assemble
Larger ops team

Advanced K8s skills

Interested in customizing the cluster
Needs very large clusters

Welcomes component choice/flexibility

Operates their own clusters/fleet

© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Typical ROSA customer

App team/BU

Prefers to buy complete solution/turnkey
Usually smaller ops team (1-3 people)
Range of skills (beginner to advanced)
Less customization

Small to medium clusters (<500 nodes)
Less interested in component choices

Wants to outsource day-to-day management


https://cdn.shopify.com/s/files/1/0044/1247/3411/articles/Auto_Parts_1400x.progressive.jpg?v=1538660674
https://www.altautotech.com/wp-content/uploads/2017/04/Carparts.jpg

It's ret rocket science. ..

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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IT orgs have a complicated estate to manage

« Have experience running OpenShift on premise but not necessarily in the cloud
« Have workloads running on OpenShift 3.11 with no easy upgrade path
« Multiple applications and components require refactoring/remediation

« Dozens to thousands of applications spanning a range of complexity and
technology stacks

 Diverse set of internal + external application teams to support (employees in
different teams/locations, consultants from different companies, people come
and go etc)

adws
~—



And they typically face similar challenges

Delivery challenges
Resourcing - size of program
Storage architecture
Disaster recovery testing approach
DNS mapping issues
Skills development

Performance tuning

aWS © 2022, Amazon Web Se
N

rvices, Inc. or its affiliates. All rights reserved.

Operations
Self-managed to managed service
Clustering “good apps” with “bad apps”
Cybersecurity
End-to-end SLA/incident management

Managing the hybrid state for 12+ months



Buy once VS build N times

Speaking of diverse teams, let's take a small example
6 internal teams in different business units/locations

4 teams with mostly consultants from different companies

If everyone builds their own app platform

Your platform teams end up with 10 different app platform, some more similar than others, but
none of them the same. Different update schedules, conflicting version dependencies etc.

Compared to standardization on OpenShift
All 10 teams use the same platform, across AWS cloud and onprem infrastructure

Much more time for innovation

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
N



The modernization journey can take time

100%

Application estate

0%

aws

N1

 — 2-3 year journey

Legacy
on-premise
S apps
On-premises
apps On-premises
apps
$55% $%% $% $
Decreasing cost of IT + Increasing business velacity s
Migrate legacy .
Conduct apps Transition Complete
assessment/ @ migrated legacy cloud-native
pilot @ Containerize, apps to transformation
modernize, or modernized apps

build new
cloud-native apps

© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.



ROSA can help accelerate this

Expected benefits The unexpected benefits

« A fully managed platform - reduces  Flexible cost scaling based on need

resource-critical knowledge risk ]
g « Capacity on-demand to meet

« More reliable operations with less performance needs

effort » Reduced reliance on third-party

« Empowers teams to leverage new

platform capabilities « Compute resource tuning for specific

applications

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved
N



Its Demo time!

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Red Hat OpenShift Service on AWS Default Single AZ

AWS Cloud

O

Public Hosted zone

Private Hosted zone

o
VPC

Public subnet

NAT gateway

Private subnet
OpenShift Master nodes
..(App server, etcd, controller)

OpenShift Worker nodes

I
0

Instances

Public Network Load Balancer
: 6443

\External API network load balancer
'6443
Red Hat SRE console Classic load balancer

22

Dég Red Hat SRE API Classic load balancer
S/ 6443

- App Classic load balancer
o/ 180/443

g}o ' Internal API network load balancer
16443 / 22623

aws
~—

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.




Three ways to create a ROSA cluster

« ROSA CLI
e AWS + Red Hat Console
e Terraform

aW% © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved
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Downloads: rosa login --token="eyJhbGciOiJIUzIINiIsInR5cCIg0iAiS1dUIiwia2lkIiA6ICIhZDUYMjdhMy1iY2ZKkLTRFZjAtYTdiN1@z0Tk4MzVhMDgINjYifQ.eyJpYXQi0jE20DUzNDkzN
TMsImp@aSI6IjYzZGNhZTRhLTVLOTItNDBhMi1iOTMWLTNKYWYSNTc1YjI3YyIsImlzcyI6Imh@dHBzO01i8vc3NvLnI1ZGhhdC5jb20vYXVOaC9yZWFsbXMvcmVkaGFAOLWV4dGVybmFsIiwiYXVkIjoiaHR®@
cHM6LY9zc28ucmVkaGFALmNvbSShdXRoL3J1YWxtcy9yZWRoYXQtZXh@ZXIJuYWwiLCIzdWIi01JImOjUyOGQ3NmMZmLWY3MDgtNDN1ZCO4Y2Q1LWZIMTZmNGZIMGNINjp@aGlydTglQGdtYWLsLmNvbSIsInR
5cCI6IkImZmxpbmUiLCIhenAi01]jbG91ZC1zZXI2aWN1lcyIsIm5vbmN1Ijoi0ODEXYzY@ODMtYWEOMSOOMjUWLThhOGItY2FkOGI1i0ODImNmMyIiwic2Vzc21lvb19zdGFOZSI6ImU2YjdkM2E4LWELYTgtNG
EwNy1iZDcOLWViNzESNWUQZ j1mMCIsInNjb3B1Ijoib3BlbmlkIGFwaSS5pYWOuc2VydmljZVIhY2NvdW5@cyBhcGkuaWFtLm9yZ2FuaXphdGlvbiBvZmZsaW51X2FjY2VzcyIsInNpZCI6ImU2YjdkM2E4L
WEL1YTgtNGEWNyY1iZDc@OLWViNzESNWU@Z 1mMCI9 . h9kYStxPbx9jN-g@H6Z1mO5X13nXieTbXuCuH4uDNKg"

I: Logged in as 'thiru85@gmail.com’' on "https://api.openshift.com’

Downloads: rosa whoami <region:us-east-1>
AWS ARN: arn:aws:iam: :274285055402:role/Admin

AWS Account ID: 274285055402

AWS Default Region: us-east-1

OCM API: https://api.openshift.com

OCM Account Email: taiyalu@amazon.com

OCM Account ID: 2QHYMLGbSLN39tGhbcxC4ZPk1CM

OCM Account Name: Thirumalai Aiyalu

OCM Account Username: thiru85@gmail.com

OCM Organization External ID: 17019885

OCM Organization ID: 2QHYMIMkvAQ7Cg4zHThzCGasiuR

OCM Organization Name: Thirumalai Aiyalu

Downloads: rosa create ocm-role --admin <region:us-east-1>

I: Creating ocm role

? Role prefix: ManagedOpenShift

? Permissions boundary ARN (optional):

? Role Path (optional):

? Role creation mode: auto

I: Creating role using 'arn:aws:iam::274285055402:role/Admin’

? Create the 'ManagedOpenShift-0CM-Role-17019885"' role? Yes

I: Created role 'ManagedOpenShift-0CM-Role-17019885" with ARN 'arn:aws:iam::274285055402:role/ManagedOpenShift-0CM-Role-17019885"

I: Linking OCM role

? OCM Role ARN: arn:aws:iam::274285055402:role/ManagedOpenShift-0CM-Role-17019885

? Link the 'arn:aws:iam::274285055402:role/ManagedOpenShift-0CM-Role-17019885" role with organization '2QHYMIMkvAQ07Cq4zHThzCGasiuR'? Yes

I: Successfully linked role-arn 'arn:aws:iam::274285055402:role/ManagedOpenShift-0CM-Role-17019885"' with organization account '2QHYMIMkvA07Cq4zHThzCGasiuR'
Downloads: [ <region:us-east-1>

© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Downloads: rosa create user-role

I: Creating User role

? Role prefix: ManagedOpenShift

? Permissions boundary ARN (optional):

? Role Path (optional):

? Role creation mode: auto

I: Creating ocm user role using 'arn:aws:iam::274285055402:role/Admin’
? Create the 'ManagedOpenShift-User-thiru85@gmail.com-Role' role? Yes
i
I
?
1
1
D

<region:us-east-1>

: Created role 'ManagedOpenShift-User-thiru85@gmail.com-Role' with ARN 'arn:aws:iam::274285055402:role/ManagedOpenShift-User-thiru85@gmail.com-Role’

. Linking User role

User Role ARN: arn:aws:iam::274285055402:role/ManagedOpenShift-User-thiru85@gmail.com-Role

Link the 'arn:aws:iam::274285055402:role/ManagedOpenShift-User-thiru85@gmail.com-Role' role with account '2QHYMLGbSLn39tGhbcxC4ZPkL(CM'? Yes

: Successfully linked role ARN 'arn:aws:iam::274285055402:role/ManagedOpenShift-User-thiru85@gmail.com-Role"' with account '2QHYMLGbSLn39tGhbcxC4ZPk1CM'
ownloads: [] <region:us-east-1>

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Downloads rosa create account-roles
: Logged in as 'th1ru85@gmall com' on 'https://api.openshift.com’
: Validating AWS credentials.
. AWS credentials are valid!
. Validating AWS quota. .
. AWS quota ok. If cluster installation fails, validate actual AWS resource usage against https://docs.openshift.com/rosa/rosa_getting_started/rosa-requir
ed -aws-service-quotas.html
I: Verifying whether OpenShift command-line tool is available...
W: OpenShift command-line tool is not installed.
Run 'rosa download oc' to download the latest version, then add it to your PATH.
I: Creating account roles
? Role prefix: ManagedOpenShift
? Permissions boundary ARN (optional):
? Path (optional):
? Role creation mode: auto
I: Creating roles using 'arn:aws:iam::274285055402:role/Admin’
: Created role 'ManagedOpenShift-Installer-Role’' with ARN 'arn:aws:iam::27428505540@2:role/ManagedOpenShift-Installer-Role’
: Created role 'ManagedOpenShift-ControlPlane-Role' with ARN 'arn:aws:iam::274285055402:role/ManagedOpenShift-ControlPlane-Role’
: Created role 'ManagedOpenShift-Worker-Role' with ARN 'arn:aws:iam::274285055402:role/ManagedOpenShift-Worker-Role'
. Created role 'ManagedOpenShift-Support-Role' with ARN 'arn:aws:iam::274285055402:role/ManagedOpenShift-Support-Role'’
: To create an 0IDC Config, run the following command:
rosa create oidc-config
I: To create a cluster with these roles, run the following command:
rosa create cluster --sts
Downloads: [

<region:us-east-1>

HHHHH

| o 1O s T o O e [ |

<region:us-east-1>

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Clusters > Cluster Type > Get Started with ROSA > Create a ROSA Cluster

Create a ROSA Cluster

o Accounts and roles
Welcome to Red Hat OpenShift Service on AWS (ROSA)

Cluster settings

Create a managed OpenShift cluster on an existing Amazon Web Services (AWS) account.
Networking
Prerequisites
Clh“s%er roles:and To use the web interface to create a ROSA cluster you will need to have already completed the prerequisite steps to prepare your AWS account on the Get started with a Red Hat OpenShift Service on AWS (ROSA) page.
policies
AWS infrastructure account
Cluster updates . . . 5 . . . .
Select an AWS account that is associated with your Red Hat account or associate a new account. This account will contain the ROSA infrastructure.

Review and create
Associated AWS infrastructure account * @

274285055402 Refresh

How to associate a new account
Account roles

v Account roles ARNs

The following roles were detected in your AWS account. Learn more about account roles [,

Refresh ARNs

Installer role * @

arn:aws:iam::274285055402:role/ManagedOpenShift-Installer-Role

Supportrole * [©]

arn:aws:iam::274285055402:role/ManagedOpenShift-Support-Role

Worker role * @

arm:aws:iam::274285055402:role/ManagedOpenShift-Worker-Role

Control plane role * @

arn:aws:iam::274285055402:role/ManagedOpenShift-ControlPlane-Role

© Thesel t-wide roles are cor ible with OpenShift version 4.13 and earlier.

aws
~—
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Clusters > Cluster Type > Get Started with ROSA > Create a ROSA Cluster

Create a ROSA Cluster

1 Accounts and roles Default machine pool

e Cluster settings Select a compute node instance type and count for your default machine pool.

Bt After cluster creation, your selected default machine pool instance type is permanent.
etails
X Compute node instance type * ®@
Machine pool
mb5.xlarge - 4 vCPU 16 GiB RAM

Networking

Cluster roles and Autoscaling @
policies Enable autoscaling

Cluster updates Minimum node count * Maximum node count *®

2+ - 4 +

Review and create

> Edit node labels

Cancel

aWS 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Clusters > Cluster Type > Get Started with ROSA > Create a ROSA Cluster

Create a ROSA Cluster

1 Accounts and roles Networking configuration

2 Cluster settings Configure network access for your cluster.

© Networking Cluster privacy

Configuistion Install your cluster with all public or private API endpoints and application routes.

CIDR ranges ® Public

Access Kubernetes API endpoint and application routes from the internet.
4 Cluster roles and

policies O Private
Access Kubernetes APl endpoint and application routes from direct private connections only.
5 Cluster updates
Virtual Private Cloud (VPC)

6 Review and create
By default, a new VPC will be created for your cluster. Alternatively, you may opt to install to an existing VPC below.

[ Install into an existing VPC

[0 Configure a cluster-wide proxy
Enable an HTTP or HTTPS proxy to deny direct access to the internet from your cluster.

Cancel

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.




Create a ROSA Cluster

1 Accounts and roles

2 Cluster settings

e Networking

Configuration
CIDR ranges

4 Cluster roles and
policies

5 Cluster updates

6 Review and create

CIDRranges

0 CIDR ranges cannot be changed after you create your cluster.

Specify non-overlapping ranges for machine, service, and pod ranges. Each range should correspond to the first IP address in their subnet.

Learn more to avoid conflicts [4

Use default values

The below values are safe defaults. However, you must ensure that the Machine CIDR is valid for your chosen subnet(s).

Machine CIDR ®
10.0.0.0/16
Subnet mask must be between /16 and /25.
Service CIDR ®
172.30.0.0/16
Subnet mask must be at most /24.
Pod CIDR ®
10.128.0.0/16
Subnet mask must allow for at least 32 nodes.
Host prefix @

/23

Must be between /23 and /26.

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Clusters > Cluster Type > Get Started with ROSA > Create a ROSA Cluster

Create a ROSA Cluster

1 Accounts and roles Cluster roles and policies

2 Cluster settings Set whether you'd like Red Hat to manage your OIDC configuration or you'd like to manage it yourself.

3 Networking ed Hat manage the OIDC Manage the OIDC myself

o Cluster roles and

policies Choose the preferred mode for creating the operator roles and OIDC provider. Learn more about ROSA roles [

O Manual

5 Cluster updates
You can choose from two options to manually generate the necessary roles and policies for your cluster operators and the OIDC provider: ROSA CLI commands, or AWS CLI

6 Review and create commands. You must complete one of those options after cluster review for your cluster to complete installation.

® Auto

Immediately create the necessary cluster operator roles and OIDC provider. This mode requires an admin privileged OCM role.

Name operator roles

To easily identify the Operator IAM roles for a cluster in your AWS account, the Operator role names are prefixed with your cluster name and a random 4-digif]
hash. You can optionally replace this prefix.

Custom operator roles prefix @

thiru-rosal-yip8

Maximum 32 characters. Changing the cluster name will regenerate this value.

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Clusters > Cluster Type > Get Started with ROSA > Create a ROSA Cluster

Create a ROSA Cluster

Accounts and roles Cluster update strategy

Cluster settings Note: In the event of Critical security concerns [ (CVEs) that significantly impact the security or stability of the cluster, updates may be automatically sched

. z-stream version not impacted by the CVE within 48 hours after customer notifications.
Networking

@® Individual updates
Cluster roles and

lici Schedule each update individually. Take into consideration end of life dates from the lifecycle policy [ when planning updates.
policies

e Cluster updates O Recurring updates

The cluster will be automatically updated based on your preferred day and start time when new patch updates (z-stream [£) are available. When a new minor version is availabld
6 Review and create allow the cluster to update to the next minor version.

Node draining

You may set a grace period for how long pod disruption budget-protected workloads will be respected during updates. After this grace period, any workloads
budgets that have not been successfully drained from a node will be forcibly evicted.

Grace period

1hour

o) e

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.




aws
~—

5 Cluster updates

e Review and create

Version

Region

Availability

User workload monitoring

Encrypt volumes with
customer keys

Additional etcd encryption

FIPS cryptography

413.0
us-east-1
Single zone
Enabled

Disabled

Disabled

Disabled

Default machine pool Edit step

Node instance type
Autoscaling

Compute node range
Networking Editstep

Cluster privacy

Install into existing VPC
Machine CIDR

Service CIDR

Pod CIDR

Host prefix

mb5.xlarge
Enabled

Minimum nod

Public
Disabled
10.0.0.0/16
172.30.0.0/16
10.128.0.0/16

/23
/23

Cluster roles and policies Editstep

Operator roles and OIDC
provider mode

Operator roles prefix
Updates Edit step

Update strategy

Node draining

Create cluster l Back

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

auto

thiru-rosal-yip&

Individual updates

60 minutes

Cancel

Maximum nodes: 4




aws
~—

ers > thiru-rosal

ru-rosal

Overview  Access control  Settings

Installing cluster & Download OC CLI

e

Account setup OIDC and operator roles

Unknown Unknown

> Viewlogs

Details

Cluster ID
N/A

Type
ROSA

Region
us-east-1

Availability
Single zone

Version
Openshift: 413.0

Created at
5/29/2023 2:56:04 PM

Owner
Thirumalai Aiyalu

Instances (1) info

® ®

DNS setup

Unknown

Cluster installation

Unknown

Status
" Waiting

Total vCPU
0vCPU

Total memory

0B

Infrastructure AWS account
274285055402

Nodes
Control plane: O
Infra: N/A

Compute: N/A

Autoscale @
Enabled
Min: 2 Max: 4

Network

Machine CIDR: 10.0.0.0/16
Service CIDR: 172.30.0.0/16
Pod CIDR: 10128.0.0/16
Host prefix: 23

Q Find instance by attribute or tag (case-sensitive)

Name

red-hat-region-init

v

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Instance ID

i-Oedcad0d149e98cd9

[ Instance state v

@vpending @Q

Instance type ¥V Status check

t2.micro No alarms

Alarm status

+

Availability Zone v

us-east-1b

Public IPv4 DNS v

ec2-54-234-227-169.compute-1.amazonaws.com

Instance state v

Public IPv4 ...

54.234.227.169

v

Actions

Elastic I




Installing cluster & Download OC CLI

~ation usually

Account setup

Completed

v Hide logs

3722 lines

tim
tim
tim

tim

Details

Cluster ID
N/A

Type
ROSA

Region
us-east-1

Availability
Single zone

Version
OpenShift: 413.0

Created at
5/29/2023 2:56:04 PM

Owner
Thirumalai Aiyalu

aws
~—

2023-05-29T13:01:26Z" level=debug
2023-05-29T13:01:262" level=debug
''2023-05-29T13:01:26Z" level=debug
time="2023-05-29T13:01:26Z" level=debug
time="2023-05-29T13:01:36Z" level=debug msg="module.vpc.aws_lb.api_internal: Still creating...
odule.vpc.aws_nat_gateway.nat_gwl@]: Still creating... [1m20s elapsed]"
odule.vpc.aws_lb.api_externall@]: Still creating...
odule.vpc.aws_lb.api_internal: Still creating...
odule.vpc.aws_lb.api_externall@]: Still creating...
odule.vpc.aws_nat_gateway.nat_gwl[@]: Still creating... [1m4@s elapsed]"
msg="module.vpc.aws_route.to_nat_gw[@]: Creating..."

msg="module.vpc.aws_lb.api_external[@]: Still creating...
msg="module.vpc.aws_lb.api_internal: Still creating...

'2023-05-29T13:01:362" level=debug msg:
''2023-05-29T713:01:462" level=debug msg
''2023-05-29T13:01:462" level=debug msg
time="2023-05-29T13:01:56Z" level=debug msg
2023-05-29T13:01:562" level=debug msg
time="2023-05-29T13:02:012" level=debug
time="2023-05-29T13:02:062" level=debug
time="2023-05-29T13:02:06Z" level=debug

> complete.

()

OIDC and operator roles
Completed

odule.vpc.aws_lb.api_externall@]: Still creating...
odule.vpc.aws_lb.api_internal: Still creating...
odule.dns.data.aws_route53_zone.int: Read complete after 1s [id=Z@44753825UP3GUVE1029]"
msg="module.vpc.aws_nat_gateway.nat_gwl[@]: Still creating... [1m1@s elapsed]"

[1m20s elapsed]"

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

[1m1@s elapsed]"

[1m10s elapsed]"

[1m3@s elapsed]"

[1m30s elapsed]"

[1m40@s elapsed]”

[1m50s elapsed]"

[1m50s elapsed]™

DNS setup
Setting up DNS

Instances (4) info

Status
- Installing

Total vCPU
0vCPU

Total memory
0B

Q. Find instance by attribute or tag (case-sensitive)

Name

red-hat-region-init
thiru-rosa1-n24vq-master-2
thiru-rosa1-n24vg-master-1

thiru-rosa1-n24vg-master-0

v ‘ Instance ID

i-0Oedcad0d149e98cd9
i-013e05a8738ddf033
i-03e21b0c036cd6dbc

i-00cfc1277d88edeff

Service CIDR: 172.30.0.0/16
Pod CIDR: 10.128.0.0/16
Host prefix: 23

Instance state \/
© Terminated @ Q,
@Running @QQ
®@Running @Q
®@Running @Q

Instance type

t2.micro
m5.2xlarge
mb5.2xlarge

m5.2xlarge

v ‘ Status check

@ Initializing
@ Initializing
@ Initializing

Alarm status
No alarms
No alarms
No alarms

No alarms

Availability Zone
us-east-1b
us-east-1a
us-east-1a

us-east-1a

v

Public IPv4 [
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Clusters » thiru-rosal

thiru-rosal

Missing identity providers

Identity providers determine how users log into the cluster. Add OAuth configuration to allow others to log in.

Overview Access control Add-ons Cluster history Networking

@ Clusterinstalled successfully

Details

Cluster ID
fcdaa586-98bf-41fa-8292-c937b507b5¢d

Type
ROSA

Region
us-east-1

Availability
Single zone

Version
OpenShift: 4.13.0

Created at
5/29/2023 2:56:04 PM

Owner
Thirumalai Aiyalu

2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Status
@ Ready

Total vCPU
32vCPU

Total memory

122.52 GiB

Infrastructure AWS account
274285055402

Nodes

Control plane: 3
Infra: O
Compute: 2

Autoscale @
Enabled
Min: 2 Max: 4

Network

Machine CIDR: 10.0.0.0/16
Service CIDR: 172.30.0.0/16
Pod CIDR: 10.128.0.0/16
Host prefix: 23




. RedHat
OpenShift Service on AWS

Project: All Projects v

<[> Developer v
+Add .
Getting Started
Topology OpenShift helps you quickly develop, host, and scale applications. To get started, create a project for your application.
To learn more, visit the OpenShift documentation .
Observe Download the command-line tools
Create a new project
Search
Builds
Add
Helm
Select a Project to start adding to it or create a Project.
Project
ConfigMaps
No Projects found
Secrets
aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Downloads: oc login https://api.thiru-rosal.i8th.pl.openshiftapps.com:6443 --username admin --password P@ssw@rdl23456
Login successful.

<region:us-east-1>

You don't have any projects. You can try to create a new project, by running
oc new-project <projectname>

Downloads: oc get nodes <region:us-east-1>
Error from server (Forbidden): nodes is forbidden: User "admin" cannot list resource "nodes" in API group "" at the cluster scope

Downloads: oc get nodes <region:us-east-1>
NAME STATUS  ROLES AGE  VERSION

ip-10-0-140-237.ec2.internal  Ready control-plane,master  45m  v1.26.3+b404935

ip-10-0-161-177.ec2.internal  Ready worker 37m  v1.26.3+b404935

ip-10-0-167-255.ec2.internal  Ready control-plane,master  45m  v1.26.3+b404935

ip-10-0-185-209.ec2.internal  Ready worker 13m  v1.26.3+b404935

ip-10-0-196-98.ec2.internal Ready worker 37m  v1.26.3+b404935

ip-10-0-201-166.ec2.internal  Ready infra,worker lem  v1.26.3+b404935

ip-10-0-218-146.ec2.internal  Ready infra,worker l6m  v1.26.3+b404935

ip-10-0-228-18.ec2.internal Ready control-plane,master 45m  v1.26.3+b404935

Downloads: | <region:us-east-1>

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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. RedHat
OpenShift Service on AWS

Project awsdemo v

«» Developer

[N oisplayoptions

Application: All applications ¥

+Add
Topology
Observe
Search
Builds

Helm
Project
ConfigMaps

Secrets

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

N1

' sample-app

o o admin~
@ View shortcuts EE
X
D code-with-quarkus Actions v
A Heaith checks x
Contairer coce-with-quarkus does not have health checks to.
your application is running correctly. Add health chacks

Details  Resources  Observe

Pods

@ code-with-quarkus- £ Running @0 Viewlogs
65bdeb69bb-jiphv

Builds
@ code-vith-quarkus
 Build #1was complete (18 minutes age) View logs
Services

@ awssenvice-quarkus
Service port: TCP/80 = Pod port: 8081

@ code-with-quarkus
Service port: http = Pod port: 8081

Routes

. code-with-quarkus

Location:
http;//code-with-quarkus-awsdemo.appscthiru-
rosali8th.plopenshiftapps.com & 1



ROSA enhancements in 2023
announced at re:Invent 2022
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ROSA improved provisioning workflows

aws
~

d more Alt+S ® AN ®@ N. Virginia v MyRole/AWSUser @ 0123-4567-8901 v

ROSA > Getstart ®
Verify ROSA prerequisites ...

tes all af

k-and-forth be!

It saves your time from jumping through differ

« Automated requirement checks

Enable ROSA i

king multiple permissions that d to enable ROS/

 Actionable guidance from within the

@ You need to agree to share your contact information with Red Hat in order to use ROSA
. .
e tt I I I g St a rt e d e X p e r I e I I C e Red Hat Openshif ( g pported Red Hat OpenShift offering th, bines the power of Red H: Shift and AWS. W

i Hat to provide 2 e. To enable this experience, you will need to create a Red Hat account and share contact information with Red Hat.

[] 1 agree to share my contact information with Red Hat.

AWS Marketplace permissions  Info

king Marketplace perm

« AWS managed IAM policies for ROSA

Enabling ROSA

Verify AWS quota i

« Full cluster install from AWS Console e e AN

Verifying AWS quota to run ROSA

ifying your 4

Service Linked Rge i

t Se 0SA) usii a sei linked role: Elastic Load Balancing (ELB) role to connect to AWS c them on your behalf. Thy

s linked role is crighed for th the correct permissions

linked role... D

Associate AWS account with Red Hat ..«

Link your AWS account

Red Hat login or email Password

to Red Hat Hybrid Cloud consol

Cancel

Feedback © 2021, Amazon Web Services, Inc. or ts affiliates  Privacy Terms  Cookie preferences

adws
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ROSA expanded instance types

Accelerated computing
instances (GPUs)

P3 P3dn P4 Available now

LLLLI LLLLI LLLLI (mOSt thhem)
G4dn G4ad P4d

Graviton instances
11111l 11111l
Ré6g Még

Coming soon

aws
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ROSA hosted control plane architecture

(Tech Preview now, GA very soon...)

Control plane and infrastructure
nodes centralized in service
account

= Moving from customer account

= Reducing infrastructure costs

Faster provisioning: 10 vs 40 min

L ower cost: 2 node minimum vs 7

Flexible upgrade options

= Upgrade node pools independently

adws
~—
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ROSA clu
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ay

Hosted
zone

A0
=0

Internal load
balancer

=Nl

AWS PrivateLink Amazon Route 53 Amazon EBS Amazon S3

i Availability Zone 1 Availability Zone 2

| |
| |
T | p— |
: Private subnet Private subnet : Private subnet :
| 1 |
T T T i~
: |1 OpenShift worker nodes | |
| 11 11 |
| r‘ 11 r‘ 11 r‘ |
iy T R
| 11 I
: Instances . Instances i: Instances
| |
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Additional resources

AWS ROSA product page
Main AWS ROSA web page

ROSA pricing
Pricing details for ROSA

ROSA Documentation
ROSA documentation pages

ROSA Videos
Curated YouTube playlist of ROSA videos

aWS © 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.


https://aws.amazon.com/rosa/
https://aws.amazon.com/rosa/pricing/
https://docs.aws.amazon.com/ROSA/latest/userguide/what-is-rosa.html
https://www.youtube.com/playlist?list=PLhr1KZpdzukc5X53T27sDSBK7myDVwYqj

Thank you!

adWws
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