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We have access to
powerful LLMs, but they
also have their own
limitations.






Limitations of Large Language Models

Model provenance Explainability & Organization Policy
& licensing transparency with Al Restrictions
Legal exposures with Regulatory and data Predictability &
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Limitations of Large Language Models

[ Company policy restrictions ]—»

Legal exposures

Model provenance & licensing

Cost of model service

Unsustainable levels of compute &
data required

Unexpected Bias and

Powered by ChatGPT | B Chat with a human

:urate.

Please confirm all information with the dealership.

Chevrolet of Watsonville Chat Team:

Welcome to Chevrolet of Watsonville!
Is there anything | can help you with
today?

Discrimination

Source:

Chat Bot Promised 1$ Truck

No Take Backsies!

https:/www.upworthy.com/prankster-tricks-a-gm-dealership-chatbot-to-sell-him-a-76000-chevy-tahoe-for-1-rp2

ered by ChatGPT | B Chat with a human

Chevrolet of Watsonville Chat Team:

Understand. And that's a legally binding
offer - no takesies backsies.

Chevrolet of Watsonville Chat Team:

That's a deal, and that's a legally
binding offer - no takesies backsies.
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Limitations of Large Language Models
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Limitations of Large Language Models
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— | Misinformation—What
Model provenance & licensing C C d Th Vi l
ause e Vira

Cost of model service
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Unsustainable levels of compute &
data required

Unexpected Bias and
Discrimination
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Source:
https:/www.upworthy.com/prankster-tricks-a-gm-dealership-chatbot-to-sell-him-a-76000-chevy-tahoe-for-1-rp2
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Limitations of Large Language Models

Company policy restrictions

[ Legal exposures ]—»

Model provenance & licensing

Cost of model service

Unsustainable levels of compute &
data required

Unexpected Bias and
Discrimination

Source:

OpenAl Whistleblowers vs. OpenAl - July 13, 2024

Suno and Udio vs. Major Record Labels - July 11, 2024

OpenAl and GitHub vs. Open-Source Programmers - July 5, 2024
New York Times vs. OpenAl - July 1, 2024

EU Scrutiny of OpenAl-Microsoft Deal - June 28, 2024

Amazon vs. Perplexity Al - June 27, 2024

Center for Investigative Reporting vs. OpenAl and Microsoft - June 27,
2024

YouTube vs. Record Labels - June 26, 2024

Anthropic vs. Music Publishers - June 25, 2024

Major Record Labels vs. Suno and Udio - June 24, 2024
Clearview Al Privacy Violation Settlement - June 14, 2024

Elon Musk vs. OpenAl - June 11, 2024

Scarlett Johansson vs. OpenAl - May 21, 2024

Voice Actors vs. Lovo - May 16, 2024

Sony Music vs. Al Companies - May 16, 2024

Newspapers vs. OpenAl and Microsoft - April 30, 2024

NOYB vs. OpenAl - April 29, 2024

Former Amazon Employee vs. Amazon - April 22, 2024

George Carlin Estate vs. Al - April 3, 2024

New York Times vs. OpenAl - March 13, 2024

Brian Keene, Abdi Nazemian, Stewart O'Nan vs. Nvidia - March 11, 2024

https:/www.upworthy.com/prankster-tricks-a-gm-dealership-chatbot-to-sell-him-a-76000-chevy-tahoe-for-1-rp2
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Limitations of Large Language Models

Company policy restrictions
Legal exposures
Model provenance & licensing
Cost of model service

Unsustainable levels of compute &
data required

Unexpected Bias and
Discrimination

iTutorGroup to Pay $365,000 to Settle EEOC
Discriminatory Hiring Suit

Source:

https:/www.upworthy.com/prankster-tricks-a-gm-dealership-chatbot-to-sell-him-a-76 000-chevy-tahoe-for-1-rp2
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Limitations of Large Language Models

Pre Training Cost = # training hours * compute rate per
< > Cost of pre trainingan LLM from  hour
Company policy restrictions 7 ocratch > =
Legal exposures
ﬁ Tuning Cost = # tuning hours * compute rate per
Model provenance & licensing @ Cost of adapting an LLM to hour
specific tests
[ Cost of model service
Unsustainable levels of compute & Inference Cost = # prompt tokens * prompt cost per
P — ZT 0 Cost of generating a response token + # completion tokens *
9 from LLM completion cost per token
Unexpected Bias and
Discrimination Hosting Cost
O Cost of deploying and = # hosting hours * hosting rate per
C maintaining a model for hour
inference or tuning

10

Source:
https:/www.upworthy.com/prankster-tricks-a-gm-dealership-chatbot-to-sell-him-a-76000-chevy-tahoe-for-1-rp2
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Limitations of Large Language Models
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Knowledge Cutoff

Models limited to training data,
often outdated

False Information
& Hallucinations

Al can generate convincing but
incorrect responses

Lack of Enterprise
Domain Knowledge

Generic models struggle
with specialized industry
information

Lack of Transparency

Leads to to legal exposure &
unexplainable responses

O

N

Lack of Explainability, Ethical
/ Bias Concerns

Difficulty in understanding Al
decisions and ensuring fairness
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How can we help

Generative Al
do better?



What are Some Common Ways to Improve Models?

Full Fine Tuning

Parameter Efficient

SFT
RLHF

Num tokens: 1I0M+

(A )

lignment Tuning
e |InstructLab

Num tokens: 10B+
Data Size: 10GB+

Model Impact

Fine Tuning Data Size: <1GB \_ Y,
Retrieval Augmented LoRa
Generation (RAG) MOE-LoRa
e  Prompt Tuning
Prompt Learning e \VectorDB Num tokens: 10M+
e Prompt Tuning Data Size: <1GB
e  Prefix Tuning Num tokens: <150K
Data Size: <200MB
Prompt Engineering Num tokens: <100K
e Few Shots Data Size: <100MB
e  System Prompts
L Num tokens: a few hundred
3 Data Size: N/A
O



InstructlLab

A new community-based approach to build truly open-
source LLMs

) 3Join the community

\@I

¥ Check out the latest model -

E Read the paper



How it works?




How it works?
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How it works?
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InstructLab enables community-driven development and evolution

of models

The model stack The community can create and contribute skills recipes.
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Open source community
experiments with skills

Periodic release cycle for

models and data InstructLab

Updated community model
sadi2al s))1Ms MaN

The InstructLab community model will be updated with
the latest contributions and shared on Hugging Face
regularly.

A

Approved pull requests
</> %

New skills merged into Contributors open pull
community LLM requests for InstructLab




InstructlLab vs. Alternative Model Alignment Approaches

RAG

Retrieval Augmented Generation

InstructLab Fine tuning

Large-scale Alignment for chatBots Fine Tuning

O
Q Y

Adjust a pre-trained model on

Enhance Gen Al model-generated text Leverage a taxonomy-guided synthetic e : o
o . ) : specific tasks or data, improving its

by retrieving relevant information from data generation process and a erformance and aceuracy for

external sources, improving accuracy multi-phase tuning framework to P y

specialized applications without full

and depth of model's responses. improve model performance. .
retraining.

InstructLab provides more accessible fine tuning & complements RAG (RAFT pattern)

21
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Starting from a stable
model foundation
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Foundation Models Impact on Cost - Case Study

Select LLM to generate 500-word meeting summaries for company with 700 employees, if each
employee attends 5, 30-minute meetings daily, with 3 employees in each meeting

Large General-Purpose LLM
(52B Parameters)

/ e Cost per Meeting Summary:
o  Prompt: $0.01102/1K tokens
o  Completion: $0.03268/1K tokens

summary)
e Annual Cost:

o  $105 per day

K o  Total: $38,325 per year

o  Total: $0.09 per summary (666 tokens per

\

/

Fine-Tuned Smaller LLM

(3B Parameters Hosted on Watson.Al)

/ e Cost per Meeting Summary:

o  Prompt and Completion: $0.0006/1K

tokens

o  Total: $0.0039996 per summary
e Annual Cost:

o $1,702.19 for inference

o  $1,152 for model tuning (one-time)
K o Total: $2,854 per year

\

Fine-Tuned Smaller LLM is 14X cheaper annually




IBM Granite 3.0

01 Base Models: Average performance across 19 tasks / 6 domains' e State-of-the-art training' and open source data
recipes?

o
(o]

(S
(o]

Designed for enterprise tasks:

o Language (RAG, summarization, entity

Average Performance
5 8 8
7
IR
* I
7
* 1IN
¢ Il
%
o

o o o . e L
S oS & @@ & o S &P extraction, classification, etc.)
& 'b"b AN R & 'b”b N ,\,\ﬁ\ 'b"b \,\’{\
R > d A\ Q' N Q & > N . . Fp
& v S 2 AN o Code (generation, translation, bug fixing)
X X
& &
& &

o Agents (tool use, advanced reasoning)
02 Instruct Models: Average performance across 23 tasks / 8 domains'

g 60 o Multilingual support
§5° (en, de, es, r, ja, pt, ar, cs, it, ko, nl, zh)
# a0
% 30 I H I e Additional models including MoE, Guardian, and more
o0
5 20 M = . ;
z ® & X L X e e Trained on the Blue Vela cluster, which runs on 100%
S N o S N @ X o © N o0
o > 5 S5 & F o F F ¥ bl t inimize th . tal
A A L . AL A renewable energy to minimize the environmenta
S N S N %" N %" ) < .
4 e & < impact.
QO Q
& &

Sources
"Granite 3.0 Models," Granite Team, IBM. https:
2 Open source data recipes available in the IBM Data Prep Kit: https://qithub. comﬁbm(data prep-kit

Version number here VOOOOO



https://github.com/ibm-granite/granite-3.0-language-models/blob/main/paper.pdf
https://github.com/ibm/data-prep-kit

InstructLab + Granite Models

90%

85%

80%

75%

70%

65%

60%

55%

50%

Enterprise: Large
financial company

Q&A over standard
operating procedures for
reconciliation process

— Performance

98.5%
cheaper*

L .
.‘/

L

GPT-4 Granite
Turbo 7B Lab
$14/M tokens $0.21/M tokens

Enterprise: IBM

Q&A over standard operating
procedures for
Quote-to-Cash (Q2C)

76.4%
cheaper*

—f'/—

Granite
70B 7B Lab

Llama-3

$0.89/M tokens $0.21/M tokens

Enterprise: IBM
Q&A over HR policies

96.4%
cheaper*

— ]
|/
"

Granite
7B Lab

Llama 3.1
405B

$5.8/M tokens $0.21/M tokens

*Saas cost per million tokens (assuming blend of 80% input, 20% output), https://artificialanalysis.ai/models/prompt-options/multiple/medium#pricing

Enterprise: IBM

Q&A over IT software
customer support

Granite
7B Lab
$0.21/M tokens

GPT-40
$4/M tokens

Enterprise: Large
telecommunications company

Analysis of customer
call transcripts

93.6%
cheaper

Previous Granite

approach 7B Lab

$6.6M/year $420K/year
(no RAG) (no RAG)
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chat with the LLM

add new knowledge or
skill to taxonomy

generate new synthetic
training data

re-train

Chat with the re-trained
LLM to see the results
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(’ ot This week: the arXiv Accessibility Forum We gratefully acknowledge support from the Simons -
Egj Corneu Un“’mSlty Forum Schedule Foundation, member institutions, and all contributors. Donate

N Search... All fields A\l Search

A

aT X1V > cs > arXiv:2403.01081 AT

Computer Science > Computation and Language AcCCess Paper'

[Submitted on 2 Mar 2024 (v1), last revised 29 Apr 2024 (this version, v3)] « View PDF

LAB: Large-Scale Alignment for ChatBots . ?T)QA; (experimental)
e TeX Source

Shivchander Sudalairaj, Abhishek Bhandwaldar, Aldo Pareja, Kai Xu, David D. Cox, Akash Srivastava e Other Formats

() 53| vicv license
This work introduces LAB (Large-scale Alignment for chatBots), a novel methodology designed to overcome the scalability challenges in the TUrTent BIOWSE COntext:
instruction-tuning phase of large language model (LLM) training. Leveraging a taxonomy-guided synthetic data generation process and a multi- cs.CL
phase tuning framework, LAB significantly reduces reliance on expensive human annotations and proprietary models like GPT-4. We demonstrate <prev | next>
that LAB-trained models can achieve competitive performance across several benchmarks compared to models trained with traditional human- new | recent | 2024-03
annotated or GPT-4 generated synthetic data. Thus offering a scalable, cost-effective solution for enhancing LLM capabilities and instruction- Change to browse by:

following behaviors without the drawbacks of catastrophic forgetting, marking a step forward in the efficient training of LLMs for a wide range of = LG

applications.
References & Citations

Comments: Corresponding Author: Akash Srivastava. Equal Contribution: Shivchander Sudalairaj, Abhishek Bhandwaldar, Aldo Pareja, Akash Srivastava, Code: this https URL « NASA ADS
« Google Scholar

Subjects:  Computation and Language (cs.CL); Machine Learning (cs.LG) R antinile Schalar
.

Cite as: arXiv:2403.01081 [cs.CL]
(or arXiv:2403.01081v3 [cs.CL] for this version) Export BibTeX Citation
https://doi.org/10.48550/arXiv.2403.01081 0 Bookmark
- - - LS
Submission history R oD

From: Akash Srivastava [view email]

[vl] Sat, 2 Mar 2024 03:48:37 UTC (1,468 KB)
[v2] Wed, 6 Mar 2024 22:25:44 UTC (1,468 KB)
[v3] Mon, 29 Apr 2024 18:55:34 UTC (1,468 KB)


https://arxiv.org/pdf/2403.01081?utm_source=ibm_developer&utm_content=in_content_link&utm_id=articles_awb-instructlab-why-developers-need-it

taxonomy root
|
knowledge skills
\ / | \ / .I ' \
textbook -+ e mathematics - - writing Py
I I
arithmetic email
finance I |
/ \ addition earnings report
v l AN

(document) (example 1)(example 2)@example 3)|math instruct data| (example 1)(example 2)fexample 3)

I 1

Synthetic Data Generator 1 Synthetic Data Generator 2

! 4

| synthetic “finance” data |0.1-2k | synthetic “email” data |0.1-2k

pre-trained LLM Phased training

w

Source: Lab: L arge-Scale Alignment for Chatbots paper
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InstructLab enables community-driven development and evolution

of models

The model stack The community can create and contribute skills recipes.
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Examples of Skills and Knowledge

Prompt:

Create an easy recipe for
Kanelbullar

Skill:

In what style do you write out a
recipe (where do you list
ingredients, steps, etc)
Knowledge:

What is Kanelbullar, what

ingredients go together, what does
an easy recipe mean




Knowledge submissions

Knowledge submissions
require

A gna.yaml file
containing a minimum of
5 seed examples

attribution. txt file for
citing sources

A Git repository that
contains your
knowledge document
contributions in
markdown format

Similar to skills diversity in
knowledge is extremely
important

The way we think about
knowledge gna’s is that you
are creating the test at the
end of a textbook.

So for example If the only
gna’s you provide are only
vocabulary questions then
you would only be assessing
understanding of vocabulary
not the other aspects of the
textbook.

Knowledge: YAML examples

version: 2
task_description: 'Teach the model the results of the 2024 Oscars'
created_by: juliadenham
domain: pop_culture
seed_examples:
question: When did the 2024 Oscars happen?
answer: |
The 2024 Oscars were held on March 10, 2024.
question: What film had the most Oscar nominations in 2024?
answer: |
Oppenheimer had 13 Oscar nominations.
question: Who presented the 2024 Oscar for Best Original Screenplay and Best Adj
answer: |
Octavia Spencer presented the award for Best Original Screenplay and Best Ada
question: Who hosted the 2024 Oscars?
answer: |
Jimmy Kimmel hosted the 96th Academy Awards ceremony.
question: At the 2024 Oscars, who were the nominees for best director and who w
answer: |
The nominees for director at the 2024 Oscars was Christopher Nolan for Oppenhi
Justine Triet for Anatomy of a Fall, Martin Scorsese for Killers of the Flowe
Yorgos Lanthimos for Poor Things, and Jonathan Glazer for The Zone of Interes]
Christopher Nolan won best director for Oppenheimer.
question: Did Billie Eilish perform at the 2024 Oscars?
answer: |
Yes Billie Eilish performed "What Was I Made For?" from Barbie at the 2024 0s
document:
repo: https://github.com/juliadenham/oscars2024_knowledge.git
commit: el744af
patterns:
— o0scars2024_results.md 729

'*?‘45

Example attribution.txt file O’é

Title of work: 96th Academy Awards
Link to work: https://en.wikipedia.org/wiki/96th_Academy_Awards
License of the work: CC-BY-SA-4.0
Creator names: Wikipedia Authors

Atr,..
?‘%%.
On
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Demo: Part 2
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| et’'s see this in action!
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add new knowledge to
taxonomy
Chat with the re-trained

PART 2 LLM to see the results
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generate new synthetic
training data

re-train
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add new knowledge to
taxonomy
Chat with the re-trained

PART 2 LLM to see the results

\/

generate new synthetic
training data

re-train



What about deploying
these modelsin
production?




& RedHat

Enterprise Linux Al

Foundation Model Platform

Seamlessly develop, test, and run Granite
family large language models (LLMs) for

enterprise applications.

4

D o= 2%

)

™

(

R—

Update confidential designator here

Granite family models

Open source-licensed LLLMs, distributed under the
Apache-2.0 license, with complete transparency on training
datasets.

InstructLab model alignment tools

Scalable, cost-effective solution for enhancing LLM
capabilities and making Al model development open and
accessible to all users.

Red Hat Enterprise Linux optimized for Al workloads

Granite models & InstructlLab tooling packaged as a bootable RHEL
image, including Pytorch/runtime libraries and hardware
optimization (NVIDIA, Intel and AMD).

Enterprise support, lifecycle & indemnification

Trusted enterprise platform, 24x7 production support,
extended model lifecycle and model IP indemnification by

Red Hat.
Version number here VOOO0OO ‘ Red Hat



RHEL Al includes RHEL that is optimized for Al workloads

% Granite family models

é InstructlLab tooling

Pytorch / runtime libraries

\.D Red Hat

Enterprise-level security | Trusted supply chain | Red Hat portfolio integration | Optimized for Al accelerators

Enterprise Linux

Partner Ecosystem

Hardware | Accelerators | Delivery




Overview of Red Hat OpenShift Al

Model development
E i E Provides flexibility and composability by supporting
Red Hat multiple Al/ML libraries, frameworks, and runtimes.
OpenSh Ift AI Model serving and monitoring
@ Deploy models across any OpenShift footprint and

Integrated MLOps platform centrally monitor their performance.

Create and deliver GenAl and predictive
Lifecycle management

Expands DevOps practices to MLOps to manage the
entire Al/ML lifecycle.

models at scale across hybrid cloud %

environments.

i Resource optimization and management
Scales to meet the workload demands of foundation
models and traditional machine learning.

X

[N RN
Available as

43 e Fully managed cloud service
e Traditional software product on-site or in the cloud! ‘ RedHat
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Try InstructlLab and
join the community!
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InstructlLab: Open source community for Gen Al model development

= o instructlab

() Overview (] Repositories 7 ) Discussions ﬂﬂ Projects 1 & Packages A People 21

{%} InstructLab

README. md

Welcome to the 4# InstructLab Project

G5 Instruct
= Lab

ey

InstructLab 4# uses a novel synthetic data-based alignment tuning method for Large Language Models (LLMs.) The "lab" in
InstructLab " stands for Large-Scale Alignment for ChatBots [1].

[1] Shivchander Sudalairaj*, Abhishek Bhandwaldar* Aldo Pareja* Kai Xu, David D. Cox, Akash Srivastava* "LAB: Large-Scale
Alignment for ChatBots", arXiv preprint arXiv: 2403.01081, 2024. (* denotes equal contributions)

Why InstructLab

There are many projects rapidly embracing and extending permissively licensed Al models, but they are faced with three main
challenges:

* Contribution to the models themselves is not possible directly. They show up as forks, which forces consumers to choose a
“best-fit” model that isn't easily extensible, and the forks are expensive for model creators to maintain.

* The ability to contribute ideas is limited by a lack of Al/ML expertise. One has to learn how to fork, train, and refine models in
order to see their idea move forward. This is a high barrier to entry.

* There is no direct community governance or best practice around review, curation, and distribution of forked models.

Q Type (/) to search >

Unfollow

Top discussions this past month

Discussions are for sharing announcements,
creating conversation in your community,
answering questions, and more.

Start a new discussion

0C3eB®OHDB
e OLT D
GRS O

View all

Top languages

® Python Shell @ TypeScript
® Jupyter Notebook

Report abuse



Get started with InstructLab

Community-based approach to building open source Generative Al

Cesd @

InstructLab
Use InstructLab Get Involved Follow the Socials!
Learn how to install the InstructlLab Get connected with the community Stay posted with updates and new
CLI & get started tuning LLM'’s through Slack & the mailing list InstructLab developments.
github.com/instructlab github.com/instructlab/community @instructlab
46 —
RedHat . ) & RedHat

Developer


https://github.com/instructlab/community
https://x.com/InstructLab
https://github.com/instructlab

You are awesome! Thanks for coming.

Red Hat )
Developer

Slides

red.ht/instructlab-slides



http://red.ht/instructlab-slides

Thank you

Join the DevNation

Red Hat Developer serves the builders. The problem solvers who linkedin.com/company/red-hat

create careers with code. Let's keep in touch!
youtube.com/user/RedHatVideo

e Join Red Hat Developer at developers.redhat.com/register s

e Follow us on any of our social channels
e Visit dn.dev/upcoming for a schedule of our upcoming events

facebook.com/redhatinc

Red Hat Developer

twitter.com/RedHat
Build here. Go anywhere.

*#  Red Hat KA
Developer Red Hat


https://developers.redhat.com/register
http://dn.dev/upcoming

