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What is Generative AI (Gen AI)



Level of Difficulty to Develop & Deploy
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Less Customization
Generative AI as a Service - ChatGPT, Google Bard, Amazon Bedrock, Existing Services
Consumption model, $ per inference
Fastest time to market

Moderate Customization 
P-tuning and fine tuning of pre-trained model
$M+ for infrastructure and resources
Weeks to months for development

Extensive Customization
Custom foundation models or extensive finetuning
$10M+ for infrastructure and resources
6+ months for development

Least Difficult Most Difficult

How to consume AI models

Slowest

Fastest



Community LLMs are not powerful enough







RAG – Retrieval Agumented Generation



The Open Source AI stack



AI Enterprise runs best on
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RAG – NVIDIA AI Enterprise Style



Building Generative AI applications for the Enterprise

DeploymentTraining and CustomizationData Prep

NeMo Curator NeMo Customizer

…

NVIDIA NIMNeMo Evaluator NeMo Retriever NeMo Guardrails

API Gateway

runs best on



NVAIE – not only for GenAI

runs best on



NVAIE – not only for Community Models

runs best on



NVAIE – Your Platform for all AI Workloads

runs best on



Link

Usecases

https://www.nvidia.com/en-us/use-cases/?page=1


Link

Case Studys

https://resources.nvidia.com/en-us-nvaie-case-study-mc


Link

NVIDIA NGC Catalog

https://catalog.ngc.nvidia.com/?filters=&orderBy=weightPopularDESC&query=&page=&pageSize=


Link

NVIDIA Launchpad

https://www.nvidia.com/en-us/launchpad/


Link

NVIDIA DOCS HUB

https://docs.nvidia.com/ai-enterprise/





	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5: What is Generative AI (Gen AI)
	Slide 6: How to consume AI models
	Slide 7: Community LLMs are not powerful enough
	Slide 8
	Slide 9
	Slide 10: RAG – Retrieval Agumented Generation
	Slide 11: The Open Source AI stack
	Slide 12:                  AI Enterprise runs best on
	Slide 13: RAG – NVIDIA AI Enterprise Style
	Slide 14: Building Generative AI applications for the Enterprise
	Slide 15: NVAIE – not only for GenAI
	Slide 16: NVAIE – not only for Community Models
	Slide 17: NVAIE – Your Platform for all AI Workloads
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24

