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Accelerate into an Open Future 
with a robust cloud environment 
by Cisco & Red Hat

https://www.youtube.com/watch?v=By7q5fZ6XW8

• Ami Ben-Amram, Data Center Solution Specialist, amib@cisco.com



09:45 - 10:00 Welcoming & Opening

10:00 - 10:30 Red Hat & Cisco's joint offering - Providing Enterprise Choice with Integrated Infrastructure for OpenStack

by Ami Ben-Amram, Data Center Solutions Specialist

10:30 - 11:00 What's new in Red Hat OpenStack Platform - When your cloud performs better, so does your business

by Yariv Rahamani, Cross NFV Team Lead, Red Hat

11:00 - 11:30 New Cisco UCS S-Series & Red Hat Software Defined Storage

by Taco Scargo, Senior Solution Architect at Red Hat

11:30 - 11:45 Coffee, Sweets & Networking

11:45 - 12:30 The power of ACI with OpenStack

by Meir Roth, Systems Engineer at Cisco

12:30 – 13:00 Joint Customer Success Story: Building your Private Cloud with Red Hat OpenStack & Red Hat CEPH Storage -
from POC to production deployment in 2 weeks by Orgad Kimchi, Senior Cloud Architect at Red Hat

13:00 Q&A , Lunch & Networking

OpenStack Day Agenda

https://il.linkedin.com/in/amibenamram
https://www.linkedin.com/in/yarivrachmani/
https://nl.linkedin.com/in/scargo
https://il.linkedin.com/in/meir-roth-6aa39714
https://il.linkedin.com/in/orgadkimchi


Red Hat & Cisco's joint offering -
Providing Enterprise Choice with 
Integrated Infrastructure for OpenStack

• Ami Ben-Amram, Data Center Solution Specialist, amib@cisco.com



What is OpenStack?

“OpenStack is a cloud operating system that controls large pools of compute, 

storage, and networking resources throughout a datacenter, all managed 

through a dashboard that gives administrators control while empowering their 

users to provision resources through a web interface.”

Details extracted from openstack.org 



Open stack Components and 
Services

Nova

(Compute)

Swift CinderGlance

Keystone

(Identity)
Heat 

(Orchestration)

Ceph

Horizon

(GUI Dashboard)

Ceilometer

(Telemetry)

Neutron

(Networking)
Storage

Nova and Glance:

Nova service delivers virtualization platform with the 

images stored in Glance

Neutron:

Networking service between interface devices and other 

open stack services

Modular Plugins if needed

Storage:

Storage as a service

Swift – Object storage for tenants

Cinder – Block Storage as Service

Ceph – Open source Software integrated

Heat Orchestration:

Automation tool 

Integration with Chef and Puppet

Instantiates images, network and storage resources

Keystone:

Identity service and is a data-store for tenants, projects 

and provides tokens to access API’s

Horizon:

GUI dashboard for admins and tenants

Ceilometer:

Part of telemetry project and used for customer billing, 

resource tracking, etc. 



• OpenStack is NOT a single software 
package

• There is no 1-800-OpenStack number

• NO clean upgrade path when moving to 
a newer version

• Deployments are highly customizable, if 
the installer leaves your company, you 
are compromised

• Scaling OpenStack is very hard

OpenStack is Not Simple



 Most distributions are 

community supported

 Support is message 

boards and email

 No single point of contact

 Other OpenStack 

ancillary projects 

 Which distribution?

 Which deployment 

system? 

 Many deployment 

methods

 Many package / update 

systems

 Best practices on specific 

architectures?

IT Challenges of Implementing OpenStack

Support Deployment Complexity



 Integration and testing 

components

 Consistency of 

deployments

 Achieve fast payback 

and ROI 

 Future agility and

choice

 Investment protection

 Avoid vendor lock-in

 Stable platforms

 Supportable 

configurations

 Cost-efficient scale-out

 Access to skilled staff

Business Challenges of Implementing OpenStack

Speed of Deployment Risk Management Retain Flexibility



Better understand on how 
integrated OpenStack solutions … 
accelerate time to value and reduce risk 
… so that you can quickly deploy a 
reliable cloud environment.



Cisco – #1 in Enterprise

• World’s leading provider of integrated 

infrastructure for the datacenter

• Market share leader in x86 Blade Servers 

with 50,000+ customers 

• Pioneering OpenStack partner

• In Israel – 700 customers, MOD Selected 

server vendor.

Red Hat – #1 in Enterprise

• World's leading provider of Open Source 

Software, Services, and Support – largest 

Linux and OpenStack ecosystem

• 90%+ of the Fortune 500 run Red Hat

• #1 code contributor to OpenStack

Cisco and Red Hat – Market Leaders

NO.1
x86 Blades

25%

NO.1
Routing

47%

NO.1
Security

31%

NO.1
SAN’s

48%



Open stack on Cisco UCS – A Solution !!!

Red Hat

Management Software

OpenStack

Suite

PLUG INS

Cisco Converged Infrastructure

COMPUTE

STORAGE
Cisco 

UCS 

C240 

“CEPH”

Cisco UCS blades

Cisco Nexus 

switches

Cisco UCS 

Fabric 

Interconnect

NETWORK



Cisco Integrated Infrastructure for OpenStack

Private Cloud IaaS Solutions based on OpenStack

Cisco UCS, OSP, CEPH

Kilo & Liberty

Cisco PLUG INS

Cisco UCS, ACI, OSP, CEPH

Liberty

OpFlex ML2 Plugin



Why Cisco for OpenStack-Based Clouds? 

Cisco innovation 

and network 

expertise help 

you build, use, 

and connect 

open cloud 

environments

Leading integrated infrastructure platform

Superior security, reliability, and scalability of

Cisco infrastructure

Application policy-based infrastructure

Infrastructure plug-ins for easy deployment 

from OpenStack





Product Innovation Built on OpenStack

Cisco UCS OpenStack

Optimized OpenStack 

Computing

Rich OpenStack Plugins

Wide range of plugins 

optimizing both virtual 

and physical 

infrastructure

Nexus

Application Centric 

Infrastructure (ACI)

Group Based Policy 

(GBP)



Integrated design

Programmability

Cisco UCS Manager and Cisco UCS 

Central Software

Service profiles

Autodiscovery

Unified fabric

Virtualization-aware network

Form-factor independence

Cisco UCS Integrated Infrastructure Features



Mainstream Computing
Rack & Blade Servers

Scale Out,
Storage & Back Servers

UCS 

S3260 
Fourth Generation UCS

Cisco UCS—One Management Platform

HyperFlex Systems

Hyperconverged
Infrastructure

Converged / Integrated 
Infrastructure

Core Data CenterEdge Cloud

UCS Mini

UCS Manager UCS Director



Stateless Computing: UCS Service Profiles

LAN

SAN



Storage
SME

Server
SME

Network
SME

UCS: Embedded Automation for Blade and 
Rack Servers

Integrated, Policy-Based Infrastructure Management

Subject matter expert

define policies

Uplink port configuration, VLAN, 

VSAN, QoS, and EtherChannels

Server port configuration including 

LAN and SAN settings

Network interface card (NIC) 

configuration: MAC address,

VLAN, and QoS settings;

host bus adapter HBA configuration: 

worldwide names (WWNs), VSANs, 

and bandwidth constraints;

and firmware revisions

Unique user ID (UUID), 

firmware revisions,

and RAID controller settings

Service profile assigned to server, 

chassis slot, or pool

Uplink port configuration, VLAN, 

VSAN, QoS, and EtherChannels

Server port configuration including 

LAN and SAN settings

Network interface card (NIC) 

configuration: MAC address,

VLAN, and QoS settings;

host bus adapter HBA configuration: 

worldwide names (WWNs), VSANs, 

and bandwidth constraints;

and firmware revisions

Unique user ID (UUID), 

firmware revisions,

and RAID controller settings

Service profile assigned to server, 

chassis slot, or pool

Uplink port configuration, VLAN, 

VSAN, QoS, and EtherChannels

Server port configuration including 

LAN and SAN settings

Network interface card (NIC) 

configuration: MAC address,

VLAN, and QoS settings;

host bus adapter HBA configuration: 

worldwide names (WWNs), VSANs, 

and bandwidth constraints;

and firmware revisions

Unique user ID (UUID), 

firmware revisions,

and RAID controller settings

Service profile assigned to server, 

chassis slot, or pool

Uplink port configuration, VLAN, 

VSAN, QoS, and EtherChannels

Server port configuration including 

LAN and SAN settings

Network interface card (NIC) 

configuration: MAC address,

VLAN, and QoS settings;

host bus adapter HBA configuration: 

worldwide names (WWNs), VSANs, 

and bandwidth constraints;

and firmware revisions

Unique user ID (UUID), 

firmware revisions,

and RAID controller settings

Service profile assigned to server, 

chassis slot, or pool

Uplink port configuration, VLAN, 

VSAN, QoS, and EtherChannels

Server port configuration including 

LAN and SAN settings

Network interface card (NIC) 

configuration: MAC address,

VLAN, and QoS settings;

host bus adapter HBA configuration: 

worldwide names (WWNs), VSANs, 

and bandwidth constraints;

and firmware revisions

Unique user ID (UUID), 

firmware revisions,

and RAID controller settings

Service profile assigned to server, 

chassis slot, or pool

Policies used to 

create service 

profile templates

Service profile 

templates create 

service profiles

Associating service profiles 

with hardware

configures servers 

automatically

1 2 3 4



Nexus 9372, 48x10G, 6x40G.



Neutron Service

REST API RPC

API 

Extension

API 

Extension

API 

Extension
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Application Developer Would Like to: 

• Create two networks

• Connect three web servers

• Connect new network to public network

• Create a load balancer

• Connect a DB instance

• Update firewall configurations 
automatically

Use case: What does Neutron
enable DevOps to Do? Internet







https://developer.cisco.com/site/openstack/

downloads/openstack-integration/



Cisco UCS Integrated Infrastructure and Red Hat Enterprise Linux OpenStack Platform

• Cisco Validated Design and Deployment Guides

Key Benefits: 

• Easier, faster deployment and agile configuration

• Lower OpEx with Cisco UCS Integrated Infrastructure

• Less risk with proven OpenStack distribution

• Policy-driven, software-defined infrastructure management 
with Nexus 9000 and ACI ready

To Clear The Mess: Cisco Validated Design 
Faster Time-to-Value for OpenStack Clouds





• There is always risk in any large-scale IT initiative.

• There are two types of risk: 

• integration risk, risk that products won’t work together

• performance risk, risk that they won’t perform as promised.

Using a CVD minimizes both these risks. 

What’s in it for customers? 
Two words: minimized risk. 



''נתונה( לא)והרשות צפוי הכל ''



Instance creation work flow 



Physical Topology

Nexus Switches – 2 x 9372

Fabric Interconnects – 2 x 6248

Controller Blades – 3 x B200M4

Director Blade – 1 x B200M4

Compute Blades – 6 x B200M4

Ceph Storage Nodes – 3 x C240M4L

POD tested with both C240M4L and 

C240M4S



High Availability
HA Test Status

1 Reboot Controller Node Passed

2 Reboot Compute Node Passed

3 Reboot Ceph Node Passed

4 Reboot Undercloud Node Passed

5 Reboot UCS Fabric Interconnects Passed

6 Reboot Nexus Switches Passed

7 Uplink Connectivity Passed

8 IOM Failures Passed

HA Test Status

1 Pull Controller blade and rebuild Workarounds

2 Pull Compute Node and rebuild Passed

3 Power off Ceph node and rebuild Passed

4 Power off Undercloud Node and 

rebuild

Backup server 

for rebuild

An alternative method to replace completely a controller 

was evolved and documented in the CVD



Cisco Solution Support for OpenStack











Summary: Cisco UCS Integrated 
Infrastructure with Red Hat OpenStack 
Platform

End-to-end cloud solutions

Certified partner ecosystem

Comprehensive expert services and support

Advanced innovation with less risk

Open technology commitment

Trusted technology partners and

familiar infrastructure




